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ABSTRACT 

Bones are both strong and flexible tissue made up of collagen and calcium phosphate. They mainly contribute 
to the movement of the human body and also serve as a protective shield for the body's soft organs such as 
the heart, lungs, and brain. Without them, the human body would not be built to function normally. But 
sometimes, due to various accidents, a person is exposed to some diseases such as infection or injury, which 
lead to defects in normal growth and shape of bone structure. This defect in the bone structure is called bone 
abnormalities, which increase the risk of fractures, cause chronic pain or disability, and in some cases, the 
risk of death if not diagnosed in a timely, accurate and quick manner so that the specialists make the right 
decision to treat the patient. Often, the initial diagnosis of bone abnormalities is made by doctors and 
specialists using X-rays of the patient's complaint and the injury site to show the X-ray of the shape and 
density of the bones, then they are classified into normal or abnormal. Detection and classification depend 
on experience and human effort, so the error in the results of this process can expose the patient to a great 
danger and catastrophe of his life. Therefore, deep learning algorithms from artificial intelligence and 
machine learning science were applied to help specialists avoid wrong or inaccurate diagnoses when 
detecting bone abnormalities in X-ray images by using a pre-trained convolutional neural network called 
VGG16. The model was customized to fit the bone abnormalities classification then applied to a dataset 
consisting of 42000 X-rays of the upper bones of some patients collected from Kaggle depository called 
Mura-v1.1. We trained, validated, and tested the modified VGG16 model. The proposed VGG16 mode 
obtained Precision (85.96%), Recall (85.82%) and F1-Score (85.77%). 
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1. INTRODUCTION 

Bones are one of the most important parts of 
the human body that help the person move and 
perform various life functions. It also exists as the 
first line of defense for the soft parts of the human 
body, such as the rib cage, skull, and others. Bones 
are the densest natural structures in terms of 
composition, but any change in the composition of 
their structure and shape tends to render human 
functions incapable of performing in their natural 
form. Therefore, this change is called bone 
abnormalities. The main causes of bone 
abnormalities are genetic factors, direct injury, and 
infection of parts of the bone and muscle structure 
[1]-[3]. 

Bone fractures are considered to be one of the 
most common bone abnormalities in the world as 
recent studies have shown that in the United States 

of America more than half a million cases are 
hospitalized annually due to bone fractures, 
resulting in nearly 180,000 patients with fractures 
referred to aged care centers that are due to the low 
mass and density of the bones. At one age, the most 
dangerous of these injuries are hip fractures, which 
often result in death if not treated well. Therefore, 
bone abnormalities have a significant impact on 
people's physical life in terms of pain, deformity, 
and disability in performing vital and 
psychological functions, and neglecting their 
diagnosis and treatment at the right time is 
disastrous. Orthopedic malposition also has a 
negative effect on the psyche of the patient's 
relatives and can burden them financially [4]-[7]. 

Accurate and timely diagnosis of bone 
abnormalities in their early stages avoids many 
negative consequences for the patient, so doctors 
rely on bone X-rays made by radiological centers 
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for diagnosis, evaluation, and classification 
because they are inexpensive and quick to obtain 
an X-ray image of the bone is preserved by 
directing a small amount of ionizing radiation onto 
a body part such as the hand, foot, thigh, elbow, 
wrist and other parts of the bony body using a 
machine. The bones absorb a lot of radiation 
because of their density, and the soft organs let the 
radiation through. The radiation efficiencies are 
recorded on photographic film so that the bones 
appear a color that is almost white and the soft 
organs. With an almost gray color, through this 
film, it is possible to look for defects and changes 
in the bone structure in order to detect bone 
abnormalities. X-ray images are often stored in the 
database of the health center or hospital so that the 
doctor can diagnose and treat various cases of 
illness [8]-[11]. 

It is easy to get an x-ray of the bones, but it is 
difficult to get an accurate and correct diagnosis in 
time to save the patient's life. The current problem 
in health centers is the reading of the x-rays by 
laymen and inexperienced medical professionals 
and the result is an incorrect diagnosis, also the 
problem of a long time it takes the specialist doctor 
to prepare the medical report, which reaches up to 
at least 20 minutes, in addition to the problems of 
X-ray image blur, from which it can be difficult to 
extract features, these problems threaten the 
patient in terms of safety, so artificial intelligence 
and machine learning sciences have been used to 
help specialists medicine and patients alike [12]-
[13]. 

In order to improve the quality of diagnosis and 
classification of X-ray images in the medical field, 
researchers were interested in applying and 
exploiting deep learning techniques for this 
purpose, many of them competed to propose 
models and methods to achieve advanced 
diagnosis and provide classification as results 
through feature extraction and classification by 
modeling contain multiple layers to data 
processing, then training on the dataset and testing, 
the greatest success in this is due to the 
convolutional neural network (CNN), which was 
proposed in the late 1990s, which achieved great 
popularity, especially in classifying images and 
extracting features from them with high accuracy 
and other two-dimensional data compared to other 
models [14]-[15]. 

In this paper, to examine the efficiency of the 
convolutional neural network in diagnosing and 
classifying bone deformities in radiographs, the 
VGG16 model was chosen to apply to a dataset 

consisting of 42,000 samples for an X-ray of the 
upper bone obtained from Kaggle composed of 14 
types of human bones (wrist, finger, elbow, hand, 
forearm, humerus, shoulder) Positive and negative 
for each, VGG16 Configured for retraining, after 
reprocessing the dataset using the Python 
programming language, the Keras library and the 
Tensor Flow platform in the Google Collab 
environment with GPU to get the results, the first 
is the bone type and then the classification of the 
type in terms of normal and abnormal [15]. 

VGG16 was chosen because it is a 
convolutional neural network that is pre-trained on 
a massive dataset of 14,000,000 images, and was 
awarded the highest award in 2015, containing 16 
convolutional layers and weights that can detect 
and extract features from an image with an 
accuracy of 97%. Through the results, it is possible 
to predict in the future the possibility of suggesting 
a better model or not, so in this paper, we review 
the methodology and its application and record its 
results to compare it in the future with the 
performance of other models [16]-[18]. 

2. PROBLEM STATEMENT 

Radiographs, most often called x-rays, 
produce shadow-like images of bones and certain 
organs and tissues. X-rays are very good at finding 
bone problems. They can show some organs and 
soft tissues, but MRI and CT scans often give 
better pictures of them. Still, x-rays are fast, easy 
to get, and cost less than other scans, so they might 
be used to get information quickly. 

X-ray radiography detects bone fractures, certain 
tumors and other abnormal masses, pneumonia, 
some types of injuries, calcifications, foreign 
objects, dental problems, etc. When used 
appropriately, X-ray scans can diagnose possibly 
life-threatening conditions such as blocked blood 
vessels, bone cancer, and infections, and so we 
might save human lives. 

Every day many people around the world suffer 
bone fractures, causing severe disabilities for the 
patient in the event that they are not diagnosed 
well, accurately and quickly before complications 
arise, so when deep learning is used to detect bone 
deformities and fractures, the result is: Reducing 
the burden on diagnostic centers X-rays and reduce 
the burden on doctors' staff to solve the problem of 
errors in the normal diagnosis, which is likely to 
have a greater error rate that may lead to disasters 
on the patient. 
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So, in this study, we hope to train a model using 
the dataset to help physicians make diagnoses of 
human bones in X-Rays to detect bone 
abnormalities. The proposed model will use deep 
learning techniques to increase accuracy and 
efficiency in the diagnosis. These include human 
bones, X-ray images, image processing techniques 
and data analysis. 

3. OBJECTIVES 

3.1 Main objective:  

Implementation a software model used to 
detect bone abnormalities and classify some of 
Human bone if found in x-ray images by the 
following types: 

• Bone types: 1- Humerus, 2- Forearm, 3- 
Shoulder, 4- Hand, 5- Finger, 6- Wrist, 7- 
elbow. 

• Diagnostic result: 1- abnormality, 2- 
normal. 

 3.2. Specific objectives: 

• Rapid diagnosis and detection of Human 
bone abnormalities. 

• Reduce the cost of diagnosis and repetitive 
images. 

• Increase proficiency using deep learning 
techniques to detect Human bone 
abnormalities. 

• Reducing the burden on X-ray diagnostic 
centers, to also reduce the burden on 
medical staff in hospitals and health centers 
to be able to provide the best services to 
patients. 

4. LIMITATION 

The dataset collected from Kaggle depository for 
bone abnormalities are limited to the following 
bones: Humerus, Forearm, Shoulder, Hand, 
Finger, Wrist, and elbow. 

The total number of labels in the dataset is 14. Each 
type of bone in the dataset is either abnormal or 
normal. 

5. REVIEW OF LITERATURE 

Many researchers have used the sciences of 
artificial intelligence and machine learning to 
support the medical field, as data of various types, 
text, and images, have been processed to create 
reports that help improve the efficiency and quality 
of medical work regarding diagnosis, prediction, 
and classification of some diseases that can affect 

people, and the main focus has been on training 
models (deep learning) on various patient datasets 
to achieve accurate results that can benefit 
decision-makers in health centers and hospitals. 
The authors in [19-20, 23, 25-36] used different 
pre-trained models to detect bone abnormalities as 
binary problems. That means they detect if there is 
an abnormality in the image or not. 

Esteva et al. [22] works in “Object 
classification, localization, and detection, refer to 
identifying the type of an object in an image, the 
location of objects present, and both type and 
location simultaneously.” The first working core 
with GPU powered deep learning approach, in 
2012, by ImageNet Large-Scale Visual 
Recognition Challenge, the challenge, which 
included many researchers aspiring to improve and 
develop computer vision, this resulted to 
implementing deep learning models, all of which 
were successful and accurate results, especially in 
the medical field and disease detection, the 
accuracy of classification and detection of these 
models was similar to the results of the diagnosis 
of the ordinary doctor, and sometimes exceeded 
their levels, the greatest credit is due to the 
Convolutional Neural Network (CNN), which has 
the ability to extract differences and analyze data 
from a huge set of data that divided tasks and was 
able to collect similar images and other tasks, 
(CNN) type of deep learning algorithm which 
hardcodes translational invariance, a key feature of 
image data. But the challenges of the medical field 
need more work with and development of different 
models of deep learning. 

Cernazanu et al. [19] were able to train a 
convolutional neural network on a dataset 
consisting of medical images such as X-ray images 
and CT images containing specific diseases, using 
some operations such as convolutional, fully 
connected layers, and pooling, the convolutional 
neural network receives the images as input, then 
it will convert images to flatten vectors in the end 
the softmax layer represent the “elements of the 
output vector, which actually represents the 
probability of detecting the disease in the images, 
during the training process, the internal parameters 
of the network layers are iteratively adjusted to 
improve accuracy. Typically, lower layers learn 
simple image features, edges and basic shapes 
which influence the high-level representations,” so 
that the training outputs are the answer to the 
question: is there a disease or not? For example, 
normal or abnormal. 



 
Journal of Theoretical and Applied Information Technology 

31st October 2022. Vol.100. No 20 
© 2022 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6176 

 

Sitaula et al. [21] in light of the spreading 
epidemic of Coronavirus disease, a group of 
researchers retrained a “deep learning model based 
on a convolutional neural network called VGG-16 
by using the attention module, that can capture the 
spatial relationship between the ROIs in CXR 
images, which could identify the likely regions of 
COVID-19’s effect in the human lungs,  with 
appropriate convolution layer 4th pooling layer, 
they designed a novel deep learning model to 
perform fine-tuning in the classification process,” 
three sets of images were used to make the 
evaluation process, and the results were 
satisfactory, and we can rely on deep learning 
models to detect infection with the Corona virus 
within lung images. The researchers relied on 
VGG16 model for two important reasons: “firstly, 
it extracts the features at low-level by using its 
smaller kernel size, secondly, it has a better feature 
extraction ability for the classification of COVID-
19 CXR images, used the pre-trained weight of 
ImageNet. It helps to overcome the over-fitting 
problem as they had limited amount of COVID-19 
CXR images for training purpose, used the four 
main building blocks in model: Attention module, 
Convolution module, FC-layers, and Softmax 
classifier,” after training the model on the dataset 
with a total of 445 images divided into three 
training and testing categories, the accuracy of the 
model work was satisfactory by 79.58%. This 
indicates success VGG-16 Model Learning and 
training on a small and accurate set of data. 

Esteva et al. [22], have “examine the 
strength of deep learning approaches for pathology 
detection in chest radiographs to explore the ability 
of CNN learned from a non-medical dataset to 
identify different types of pathologies in chest x-
rays, after tested algorithm on a 433-image dataset, 
the best performance was achieved using CNN and 
GIST features, they got an accuracy rate 0.87-0.94 
for the different pathologies. The results 
demonstrate the feasibility of detecting pathology 
in chest x-rays using deep learning approaches 
based on non-medical learning.” 

Gulshan et al. [11] they developed the 
“EyePACS-1 data set consisted of 9963 images 
from 4997 patients (mean age, 54.4 years; 62.2% 
women; prevalence of RDR, 683/8878 fully 
gradable images [7.8%]); the Messidor-2 data set 
had 1748 images from 874 patients (mean age, 
57.6 years; 42.6% women; prevalence of RDR, 
254/1745 fully gradable images [14.6%]). For 
detecting RDR, the algorithm had an area under the 
receiver operating curve of 0.991 (95% CI, 0.988-

0.993) for EyePACS-1 and 0.990 (95% CI, 0.986-
0.995) for Messidor-2. Using the first operating cut 
point with high specificity, for EyePACS-1, the 
sensitivity was 90.3% (95% CI, 87.5%-92.7%) and 
the specificity was 98.1% (95% CI, 97.8%-98.5%). 
For Messidor-2, the sensitivity was 87.0% (95% 
CI, 81.1%-91.0%) and the specificity was 98.5% 
(95% CI, 97.7%-99.1%). Using a second operating 
point with high sensitivity in the development set, 
for EyePACS-1 the sensitivity was 97.5% and 
specificity was 93.4% and for Messidor-2 the 
sensitivity was 96.1% and specificity was 93.9%.” 

Moreno et al. [15] “presented first 
findings towards assessing how computer vision, 
natural language processing and other systems 
could be correctly embedded in the clinicians’ 
pathway to better aid on the fracture detection task. 
We present some initial experimental results using 
publicly available fracture datasets along with a 
handful of data provided by the National 
Healthcare System from the United Kingdom in a 
research initiative call. Results show that there is a 
high likelihood of applying transfer learning from 
different existing and pre-trained models (VGG16, 
Resnet50, InceptionV3) to the new records 
provided in the challenge, and that there are 
various ways in which these techniques can be 
embedded along the clinicians’ pathway.” The 
accuracy rate By VGG16 model was 92.7 % in one 
of the stages. 

Moran et al. [21] introduced a model to 
“classify regions in periapical examinations 
according to the presence of periodontal bone 
destruction. This study considered 1079 
interproximal regions extracted from 467 
periapical radiographs. This data was annotated by 
experts and used to train a ResNet and an Inception 
model, which were later evaluated with a test set. 
Inception presented the best results and an 
impressive rate of correctness even on the small 
and unbalanced dataset. The final accuracy, 
precision, recall, specificity, and negative 
predictive values are 0.817, 0.762, 0.923, 0.711, 
and 0.902, respectively. The ROC and PR curves 
also demonstrate the good performance of both 
models. These results suggest that the evaluated 
CNN model can be used as a clinical decision 
support tool to diagnose periodontal bone 
destruction in periapical exams.” 

El-Saadawy et al. [24] presents a method 
for detecting the “fractures in the seven extremity 
upper bones (shoulder, humerus, forearm, elbow, 
wrist, hand, and finger) using X-ray images. A 
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two-stage classification method based on the 
MobileNet model is proposed. Enhanced X-ray 
image is fed into the first stage to detect bone type. 
Thereafter, the bone image is directed according to 
the result of the first stage to one of seven 
classifiers (one for each bone type) to detect the 
abnormality in the bone. MURA dataset is utilized 
as a performance dataset and average accuracy 
73.42% has been achieved after merging the two 
classification stages.” 

Ananthu et al. [25] employed in many 
medical imaging “applications for the diagnosis of 
diseases. However, one of the key issues is the 
limited availability of microscopic images for 
training the models. To overcome this difficulty, 
transfer learning techniques are put forward, 
researchers present a comparative analysis of 
different transfer learning models like MobileNet 
to detect acute lymphocytic leukemia (ALL) from 
blood smear cells. All models were trained on the 
ALL-IDB2 dataset and achieved an accuracy of 
97.88%,” from the MobileNet model. 

Wang et al. [27] tried in their research “to 
improve and speed up bone age assessments by 
using different object detection methods to detect 
and segment bones anatomically important for the 
assessment and using these segmented bones to 
train deep learning models to predict bone age. A 
dataset consisting of 12811 X-ray hand images of 
persons ranging from infant age to 19 years of age 
was used. In the first research question, compared 

the performance of three state-of-the-art object 
detection models: Mask R-CNN, Yolo, and 
RetinaNet, was selected the best performing 
model, Yolo, to segment all the growth plates in 
the phalanges of the dataset, proceeded to train 
four different pre-trained models: Xception, 
InceptionV3, VGG19, and ResNet152, using both 
the segmented and unsegmented dataset and 
compared the performance, achieved good results 
using both the unsegmented and segmented 
dataset, although the performance was slightly 
better using the unsegmented dataset. The analysis 
suggests that we might be able to achieve a higher 
accuracy using the segmented dataset by adding 
the detection of growth plates from the carpal 
bones, epiphysis, and the diaphysis. The best 
performing model was Xception, which achieved a 
mean average error of 1.007 years using the 
unsegmented dataset and 1.193 years using the 
segmented dataset.” 

5.1 Summary of the previous Studies 

In the current study we have 14 classes of bone 
abnormalities. Thus the current study is a multi-
label classification. 

Table 1 presents a summary of the most 
important previous studies that were discussed, 
where the reference, machine learning 
methodology, detailed information about the 
dataset used, the programming language used, if 
any, and the best accuracy obtained.

Table 1: Summarizes Of The Most Important Discussed Previous Studies 

Study Reference Methods used 
Dataset 

Attributes 
Best 

Accuracy 

Esteva, A., Chou, K., Yeung, S. et al. (2021)[22] InceptionV3 Clinical images 72.1 
(Cernazanu-Glavan, C., & Holban, S., 2013)[19] Resnet50 X-ray images 80.25 
(Sitaula, C., Hossain, M.B., 2021) [21] VGG16, VGG19 X-ray images 79.58 
(Esteva, A., Kuprel, B. et al. 2017) [26] VGG16 Clinical images 72.1 
(Gulshan V, Peng L, Coram M, et al., 2016) 
[11] 

InceptionV3 images 98.5 

(Moreno-García, Carlos, et al., 2020) [15] 
VGG16, Resnet50, 
InceptionV3 

X-ray images 82.7 

(MORAN, Maira Beatriz Hernandez, et al., 
2000)[23] 

ResNet and 
Inception 

images 92.3 

(El-Saadawy, Hadeer, et al., 2020) [24] MobileNet X-ray images 73.42 
(Ananthu, K. S., et al., 2021) [25] MobileNet images 97.88 

(Wang, Shudong, Dong, Liyuan, Wang, Xun 
and Wang, Xingguang., 2020) [27] 

Xception, 
InceptionV3, 
VGG19, and 
ResNet152 

CT images 83.71 

(Russakovsky, O. et al., 2015) [13] InceptionV3 Images 79.7 
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(Y. Bar, I. Diamant, L. Wolf, S. Lieberman, E. 
Konen & H. Greenspan., 2015) [30] 

MobileNet Images 94.0 

(Dimitris, K., Ergina, K., 2017) [28] MobileNet Biomedical images 75.83 
(N. Dhungel, G. Carneiro and A. P. Bradley., 
2017) [29] 

Xception Mammogram images 79.0 

(Moran, Maira, et al., 2021) [31] Xception images 73.3 
(Westerberg, Erik., 2020) [32] CNN X-ray images 97.4 
(Ding, Y., et al. (2019) [34] CNN images 98.0 
(Arun D. Kulkarni 2022) [35] VoxCNN, RNN MRI images 88.0 

6. METHODOLOGY 

The methodology that we used in this study has 
the following steps: dataset collection, data prep-
processing, feature engineering, data splitting, 
proposed deep learning model, model training, and 
testing as in Figure 1.  

 

Figure 1: Methodology Flowchart 

6.1 Data Collection 

We have collected the Bone Abnormalities Images 
from Kaggle depository. The dataset is called 
Mura-v1.1. The Mura-v1.1 contains 12,100 X-rays 
images of abnormal bones. The data set has 14 
classes: Elbow-Pos, Finger-Pos, Forearm-Pos, 
Hand-Pos, Humerus-Pos, Humerus-Neg, 
Shoulder-Pos, Wrist-Pos, Finger-Neg, Elbow-

Neg, Forearm-Neg, Shoulder-Neg, Wrist-Neg, 
Hand-Neg. 

6.2 Data Splitting 

We have split the dataset into three datasets: 
training and testing datasets. The ratio of splitting 
is 80%, 20% respectively. Furthermore, the 
Training dataset was split into train and valid 
datasets with 60% for train and 20% for valid 
datasets. 

The new total number of X-Ray images is 42,000. 
Each class of the 14 classes has 3,000 images.   
Samples of the 14 classes are shown in Figure 2. 
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Figure 2: Samples Of The Bone X-Ray Images Dataset 

6.3 Performance measures 

We used the most common criterion for measuring 
the performance of the proposed VGG16 model:    

● Precision is defined by True Positive 
divided by the summation of True 
Positive and False Positive as in equation 
1. 

● Recall is defined by True Positive divided 
by the summation of True Positive and 
False Negatives as in equation 2. 

● F1-score is defined by 2 times Precision 
times Recall divided by the summation of 
Precision and Recall as in equation 3.  

 

6.4 Proposed model 

In the current study we proposed to utilize the 
VGG16 model for the classification of 14 classes 
of bone abnormalities of X-ray Images. The 
original architecture of the VGG16 before 
modification is shown in Figure 3. The original 
VGG16 model was used to classify 1000 classes of 
different things. The original VGG16 mode cannot 
be used directly to classify the 14 classes of bone 
abnormalities. Therefore, we need to modify it by 
replacing the top layer (classifier) with our own 
classifier. The modified VGG16 mode is 
represented in Figure 4. 
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Figure 3: Original VGG16 Model

 

Figure 4: Modified VGG16 Model

6.5 Model Training and Validating and Testing 

The proposed VGG16 model was trained 
using the train dataset and validated using the valid 
dataset. The training was done through 200 epochs 
with learning rate (0.0002), batch size (512) and 
Softmax function and Adam as Optimizer. 
Furthermore, to overcome the training problems 
that can occur during the training, augmentation 
was utilized. Figure 4 and Figure 5 shows the loss 
and accuracy of the training and validation of the 
proposed VGG16 model. After finishing the 
training of the VGG16 proposed model, we tested 
it using the testing dataset. 

 

 

Figure 4: Training Accuracy vs. Validation 
Accuracy 
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Figure 5: Training Loss Vs. Validation Loss 

7. RESULTS AND DISCUSSION 

The proposed VGG16 model attained 
Training Accuracy (99.66%), Validating Accuracy 
(99.69%) and Testing Accuracy (85.82%).  In 

terms of loss, in the customized model the training 
Loss is (0.012), Validating Loss is (0.011), Testing 
Loss is (0.076). In terms of the time required for 
training and testing, the VGG16 proposed model 
required 2400 seconds for training and 9.12 
seconds for testing.  

Table 2 shows the precision, Recall, F1-Score 
of each class in the dataset in terms of the 14 
classes that the proposed VGG16 model used for 
the classification of bone abnormalities: Elbow-
Pos, Finger-Pos, Forearm-Pos, Hand-Pos, 
Humerus-Pos, Humerus-Neg, Shoulder-Pos, 
Wrist-Pos, Finger-Neg, Elbow-Neg, Forearm-
Neg, Shoulder-Neg, Wrist-Neg, Hand-Neg. The 
proposed VGG16 model attained average 
Precision (85.96%), Recall (85.82%) and F1-Score 
(85.77%). Furthermore, the ROC Curve measure 
for each class in the dataset reached 99%.

Table 2: VGG16 Precision, Recall, And F1-Score Of Each Class In The Dataset 

Class Precision Recall  F1-score   Number of 
images used  

XR_ELBOW-Pos 0.8424 0.9216 0.8802 574 
XR_ELBOW-Neg 0.9176 0.8345 0.8741 574 
XR_FINGER-Pos 0.8196 0.8868 0.8519 574 
XR_FINGER-Neg 0.8740 0.7735 0.8207 574 
XR_FOREARM-Pos 0.9508 0.9774 0.9639 574 
XR_FOREARM-Neg 0.8362 0.8362 0.8362 574 
XR_HAND-Pos 0.8274 0.8432 0.8352 574 
XR_HAND-Neg 0.9895 0.9843 0.9869 574 
XR_HUMERUS-Pos 0.7698 0.6760 0.7199 574 
XR_HUMERUS-Neg 0.7127 0.7937 0.7510 572 
XR_SHOULDER-Pos 0.9728 0.9965 0.9845 574 
XR_SHOULDER-Neg 0.7468 0.8118 0.7780 574 
XR_WRIST-Pos 0.8069 0.7282 0.7656 574 
XR_WRIST-Neg 0.9681 0.9512 0.9596 574 
     
Accuracy   0.8582 8034 
macro avg 0.8596 0.8582 0.8577 8034 
weighted avg 0.8597 0.8582 0.8577 8034 

The current result cannot be compared with 
previous studies for two reasons: 

● All previous studies they use 2 classes (binary 
classification), they test whether there is a 
bone abnormality or not. In the current study, 
we have 14 classes of bone abnormalities. We 
classify the image as (Elbow, Finger, 
Forearm, Hand, Humerus, Shoulder, and 

Wrist) and detect whether that part has bone 
abnormalities or not. 

● The dataset somewhat is larger than they used 
in the previous studies. 

 

8. CONCLUSION 

Bones are both strong and flexible tissue made 
up of collagen and calcium phosphate. They 
mainly contribute to the movement of the human 



 
Journal of Theoretical and Applied Information Technology 

31st October 2022. Vol.100. No 20 
© 2022 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6182 

 

body and also serve as a protective shield for the 
body's soft organs such as the heart, lungs, and 
brain. Without them, the human body would not be 
built to function normally. But sometimes, due to 
various accidents, a person is exposed to some 
diseases such as infection or injury, which lead to 
defects in normal growth and shape of bone 
structure.  

The main aim of the study is to propose a deep 
learning model for the classification of the 14 
classes of bone abnormalities.  

We proposed a newly customized deep learning 
model for diagnosing the bones abnormalities 
called VGG16 to do the job. We modify the 
VGG16 model to suit the 14 classes we have of 
bone abnormalities.  

The Dataset was collected from Kaggle and 
boosted using data augmentation. We split the 
dataset into two datasets: training and testing.   We 
trained, validated, and tested the modified VGG16 
model.  

The proposed VGG16 mode obtained Precision 
(85.96%), Recall (85.82%) and F1-Score 
(85.77%). 

6. FUTURE WORK 

For future work: we can try different 
techniques for feature selection and analysis. We 
can experiment with hyper parameters for the 
different deep learning algorithms. Furthermore, 
we can use Ensemble techniques that use a group 
of deep learning algorithms and combine them 
according to some methodology (like Max Voting) 
to get better accuracy results. 
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