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ABSTRACT 

 
In this paper, we propose the concept for creating a multi-expert system (MES) as a distributed decision 
support system. We identify the fundamental differences between MES and multi-agent systems, and present 
options for MES structure and formalized models for their description. Furthermore, we consider examples 
of MES use in management problems of multidimensional non-stationary processes characteristic of unstable 
immersion environments. 
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1. INTRODUCTION  

 
One of the important and rapidly developing 

trends in modern management theory and artificial 
intelligence (AI) methods is the creation of 
distributed decision support systems (DSS). The 
resulting management decision in such systems is 
made by matching and integrating local conclusions 
generated by so-called experts - independent or 
related subsystems of data analysis.  

 
The most typical example of a distributed DSS are 

multi-agent systems (MAS) [1], [2], [3], [4], [5], [6]. 
An MAS is a system of interacting intelligent agents, 
conceptually constrained by the requirements of 
autonomy, limited representation and 
decentralization. As a rule, individual software 
agents are not associated with AI and make only 
local decisions constructed by a specified data 
analysis algorithm. However, the network system 
that they form makes it possible to obtain effective 
compromise solutions through iterative agreement 
and compromise.  

 
An interesting feature of MAS is the potential 

ability to implement self-organization mechanisms 
typical for swarm intelligence [7], [8], [9], [10], [11]. 
Another important feature of MAS is the ability to 
exchange information between agents, usually 
implemented via a weighted query matrix. By 
iteratively exchanging data, agents form 
compromise decisions that are acceptable to all or 
most stakeholders with conflicting interests. In 

particular, agents can be programmed based on the 
belief-desire-intent model (BDI) for this purpose 
[12], [13]. This approach enables solving many 
different applied problems of coordination, 
cooperation, joint learning, etc.  

 
Further development of distributed DSSs is 

associated with the need to abandon the 
aforementioned restrictions inherent to the MAS 
concept.  In particular, for many forecasting and 
management problems, there is no need to restrict 
the agent's access to all available information about 
the control object and its immersion environment. 
Rejection of decentralization is of even greater 
importance. For many applied problems, the most 
practical solution will be hierarchical systems that 
make management decisions, in which expert 
supervisors, in the process of developing terminal 
decisions, integrate local proposals generated by 
experts of a lower level. 

 
 Various methods have been proposed to combine 

different strategies into a single solution. The 
analytical hierarchical process (AHP) and VIKOR 
[14] are based on calculating the weights of each 
strategy in the overall solution. The risk and 
profitability of the strategy can be criteria for the task 
of calculating the weight. Voting [15] is another 
method in which the majority of decisions are 
indicated as a general decision. Some ensemble 
methods make a combination of predictions using 
linear regression. At the same time, these approaches 
do not imply a connection between their software 
agents and the ability of an expert supervisor not to 
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rely entirely on their decisions, like a human 
manager. Financial markets belong to the area of 
stochastic chaos [16], where the future effectiveness 
of a strategy cannot be predicted from its history. 
Therefore, the hierarchical system of making a 
trading decision will demonstrate stable behavior. 
Due to the indicated discrepancies with the MAS 
paradigm, this paper proposes an alternative variant 
of a distributed DSS: a multi-expert system (MES) in 
foreign exchange trading, free from the mentioned 
limitations. The role of an intelligent agent is played 
by a software expert (SE), which forms its own 
solution to the task at hand. Unlike an agent, it has 
access to all the available information. The main 
difference from MAS is that the final version of the 
solution is formed in the management layer by a 
supervisor expert, which means that the condition of 
equality of all agents is not satisfied. 

 
First, we propose a methodology of constructing 

such MES.  We will, therefore, conceptualize the 
essential features of the proposed distributed DSS 
using verbal and formalized descriptions. Then 
effectiveness criteria of MES trading decisions on 
the financial market is provided. Finally, the 
improvement of the indicators of trading decisions 
when using MES, even when using simple trading 
strategies, is demonstrated.  

 

2. MES: STRUCTURE AND FUNDAMENTALS 

 
2.1 Description 

 
We present a verbal description of a multi-expert 

system in the form of a set of interconnected theses 
that define, at the conceptual level, its functionality, 
structure and construction specifics. 

 
1. An MES is a distributed system for 

extracting knowledge from heterogeneous 
primary information flows.  

2. In technical terms, an MES is a universal 
organizational and technical complex of 
automated decision support, typical, in 
particular, for the tasks of strategic and 
operational management of complex 
dynamic processes.  

3. The MES structure is formed on the 
principles of distributed transformation of 
information, taking into account the 
modern DSS construction principles, such 
as information stores and databases, 
network technologies, expert systems, etc. 

4. The theoretical platform of the project is 
based on the paradigms of data mining, 
artificial and hybrid intelligence, cognitive 
computing, text mining and other types of 
poorly structured information, etc. 

5. The MES architecture, in general, is three-
level. An example can be seen in Figure 1.  
 

 
Figure 1: A version of a three-level MES 

structure with one expert supervisor 
 

6. The main layer is represented by the 
working software experts, each of whom 
has full access to all available information 
relevant to the task at hand. Within this 
layer, there is a complete decentralization 
of the data analysis process, and experts are 
autonomous. At the same time, if the means 
of network communication are available, it 
is possible to build an MES that allows 
mutual exchange of information between 
experts on the basis of communication 
protocols. The main type of a working 
expert is a software expert (SE), but it is 
possible to employ a human in its place, or 
utilize other means of data analysis.  

7. In general, an MES is based on a 
hierarchical structure in which the terminal 
outputs are constructed by the top level of 
data analysis. In the simplest case, this level 
is represented by an expert-supervisor, who 
is charged with coordinating the working 
experts and developing the final solution to 
the task at hand. 

8. The bottom or service layer is designed for 
data preprocessing and analysis used to 
produce auxiliary information useful for the 
experts of the above layers. 

 
2.2 Formalizing MES Definitions 
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Consider the formalized description of MES as a 
structured set of experts who form knowledge in the 
form of a joint solution of the given problem. In this 
case, the term expert refers to a transformer of input 
data into knowledge, i.e. into formalized and 
structured information with minimal redundancy, 
used in the process of solving a particular problem.  

 
An expert can be formalized as operator 
 

𝐸𝑥𝑝:  {𝑌〈ଵ:௞ିଵ,ெ〉, 𝑌௞,ெ} ⇒ 𝐷௞,    𝑘 = 1, . . . , 𝑁    (1) 
 

where N is the volume of observations stored in the 
database, M is the size of the state vector, 𝑌〈ଵ:௞ିଵ,ெ〉 
is a set of retrospective data stored in the database 
that reflects the results of monitoring changes and 
interconnections of the state vector parameters of the 
control object (CO) and the immersion environment 
𝑌௞,ெ is a vector of current observations generated by 
the monitoring system, 𝐷௞ is the decision generated 
by the expert at the k-th time count. In some cases, 
due to the obsolescence of information, not the entire 
array of retrospective data, but only L recent 
observations 𝑌〈(௞ି௅):(௞ିଵ),ெ〉 are used to make a 
decision. 
 

Note that the knowledge formed by the experts 
can be not only a management decision, but also 
have some intermediate form, such as an assessment 
of the forecast of the state of the CO for a given time 
interval 𝜏. 

 
Expression (1) is a simplified form of decision 

making. In practice, the generated conclusion is 
almost always constrained by a set of conditions for 
its admissibility.  

 
𝐷௞ ∈ 𝐷௔ௗ௠ = {𝐷(𝑖), 𝑖 = 1, … , 𝑁஽}௔ௗ௠ ,            (2) 
𝑘 = 1, . . . , 𝑁                               

 
where 𝐷௔ௗ௠  is the set of admissible decisions, 
reflecting the constraints such as resources, risks, 
technical capabilities, etc., and 𝑁஽  is the total 
number of admissible decisions for the countable set 
𝐷௔ௗ௠ .  Continuous constraints use a set of 
continuous intervals of admissible values 
 
𝐷௞ ∈ 𝐷௔ௗ௠ = [𝑑୫୧୬, 𝑑୫ୟ୶]௔ௗ௠ , 𝑘 = 1, . . . , 𝑁.      (3) 

 
The input data can be both well-structured, such 

as numerical arrays obtained in the process of 
monitoring the state of the currency or stock market, 
and poorly structured, such as text messages 
containing analytical reviews with forecasts of the 
dynamics of financial instruments quotations.  

 
The structure of the output data is determined by 

the specifics of the problem to be solved. In 
particular, the generated knowledge can be a draft of 
a management decision, a prognostic scenario, a 
diagnostic report, etc.  

 
In the case when the task of MES is to produce 

consistent management decisions, it uses the 
knowledge generated by a group of 𝑀௘ working 
experts 𝐷௞௝ ,    𝑗 = 1, . . . , 𝑀௘ which it transfers to the 
hierarchically superior layer to the expert-supervisor. 
Working experts can be software modules 
implementing transformation (1) based on a given or 
developing data analysis algorithm, people, i.e. 
specialists in a given subject area, or management 
robots with data analysis functions. This paper 
focuses on software experts that generate a draft 
management decision fully automatically.  

 
As already noted, we will distinguish one-, two- 

and three-level options for constructing an MES. In 
the first case, a decision is made by circulating 
decision projects created by individual experts in a 
network structure  

  
𝑆ா௫௣ = 〈𝐸𝑥𝑝(𝑗),    𝐶௜,௝〉, 𝑖, 𝑗 = 1, . . . , 𝑀௘     (4) 

 
where 𝐶௜,௝    𝑖, 𝑗 = 1, . . . , 𝑀௘ is the expert connection 
matrix.  In MAS, the 𝑆ா௫௣ structure consists of the 
main and the only expert layer. For a single-level 
peer-to-peer network, this layer consists of equal 
experts and, if they conform to conditions of 
autonomy, limited representation and 
decentralization, such a network conceptually 
coincides with a multi-agent system. As already 
mentioned, in the presence of a self-development 
mechanism, such a system can exhibit properties 
characteristic of a swarm intelligence [7], [8], [9], 
[10], [11]. 
 

This paper focuses on a two-level MES in which 
there is a main layer of experts and an overlying 
control layer consisting of one expert-supervisor 
responsible for generating output decisions. The 
expert supervisor is a software module that 
implements the functional operator 

 
𝐸𝑥𝑝𝑆:  ൛𝑌〈ଵ:௞ିଵ,ெ〉, 𝑌௞,ெ , 𝐷௞௝ൟ ⇒ 𝐷௞ ,                   (5) 
𝑘 = 1, . . . , 𝑁, 𝑗 = 1, . . . , 𝑀௘,               
 

subject to constraints (2-3). Essentially, an expert 
supervisor takes over the coordination and 
processing of local decisions.  
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The three-level system (Fig. 1), as mentioned 
above, supposes an underlying layer of service 
experts which generate useful knowledge for the 
benefit of experts in the overlying layers. Examples 
of service layer expert functionality are analysis of 
dynamic characteristics of observation series, 
descriptive statistical analysis of data, and testing of 
statistical hypotheses concerning the probability 
characteristics of sample data. 

  
The service layer SEs focused on knowledge 

extraction from text messages can preprocess texts 
(stemming, tokenization, lemmatization, etc.) or 
create service knowledge reflecting general trends in 
the immersion environment (e.g., market sentiment). 

 
In the example below, software experts 𝑆𝐸௝ ,    𝑗 =

1, . . . , 𝑁௘ are used as workers who make independent 
decisions and pass them to the top layer, which 
consists of one expert-supervisor ES, responsible for 
making the terminal decision.  

 
Obviously, the presented scheme, if necessary, 

can be generalized to variants of MES with 
interconnected main layer experts, with several 
supervisors and, if necessary, with a larger number 
of layers.  

2.3 Features of MES as a DSS in Management 
Tasks 

 
To specify and illustrate the provisions of MES 
construction, consider its implementation as a 
variant of a distributed DSS, which makes decisions 
in the interests of the management system.  In this 
case, the MES is a hierarchical distributed DSS that 
transforms the set of input data arrays into useful 
knowledge necessary to solve the tasks assigned to 
it. The most characteristic example of such 
knowledge is the management decisions used in 
various kinds of control systems.  
 

In accordance with models (1), (5), the input 
information for the MES as a whole and for each 
software expert of the main layer is: 

 
 arrays of retrospective data 𝑌〈௞ି௅:௞ିଵ,ெ〉and 

operational data 𝑌௞,ெreflecting the current 
state of the CO and its immersion 
environment; 

 a list of constraints (2-3) that determine the 
suitability of the constructed decisions; 

 information from other working SEs in the 
presence of a network communication 
environment (4). 

 
Local decisions of the main layer experts serve as 

primary input information for the expert-supervisor 
𝐷௞௝,    𝑗 = 1, . . . , 𝑁ா ,    𝑘 = 1, . . . , 𝑁 . The structured 
data of the lower layer of service experts is 
additional input for the SEs and the expert-
supervisor. 

 
The output information of the MES is the 

knowledge necessary to solve the problem which has 
been contained in a latent form in the input data. In 
management tasks, the most natural form of such 
knowledge is draft management decisions 𝐷௞,    𝑘 =
1, . . . , 𝑁.  

 
In this paper, we focus on the task of proactive 

management, based on the results of predicting the 
state of the CO 𝑌෨[௞ାଵ,௞ାఛ]  for the prediction interval 
[𝑘 + 1, 𝑘 + 𝜏]. In this article, as an example, we 
consider a variant of MES construction, in which 
experts form independent decisions. In this case, the 
supervisor acts as a system for collection and 
weighted processing of local decisions, which 
ultimately makes it possible to make a terminal 
management decision. 

 
It is necessary to pay attention to the specifics of 

a MES with a network structured SE layer (4). In this 
case, the experts are interconnected and have the 
ability to consistently adjust their local decisions in 
the process of mutual exchange of information. In 
this case, the role of the supervisor is reduced to the 
coordination of the SE network and a consistent 
analysis of the formed solution.  

 
The increased efficiency of the MES as a 

distributed DSS is provided due to its structural 
redundancy, which increases the stability of the 
input data analysis procedures.  

 
It is quite obvious that in the presence of one 

expert, evenly superior in decision quality to the 
results formed by all other experts, the use of MES 
has no practical meaning. Thus, the creation of MES 
is always focused on solving problems in complex 
non-stationary environments, when different 
technologies of making decisions alternately prove 
to be more preferable, and traditional adaptation 
schemes do not have enough time to identify 
emerging changes and effectively close the feedback 
loop.  

 
Hence, there is a requirement to analyze the 

efficiency of the MES in the context of the stability 
of the control system functioning, i.e., preserving 
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acceptable effectiveness in a wide range of non-
stationary changes in the input data. The term 
"acceptable" in this case means striving to achieve 
the highest level of functional efficiency, subject to 
strict compliance with the suitability criterion.  

   
It is advisable to carry out the basic 

implementation of SEs in the form of a unified 
software-algorithmic module. The differences 
between the experts lie in the mathematical 
apparatus used and the parameters of the data 
processing program. Further development of SEs 
will involve the specification of the features of 
current situations that allow their parametric or 
structural adaptation, i.e., the presence of local-
stationary sections of observation sequences in the 
input data. 

 
The main function of an expert-supervisor, as 

already noted, is balanced processing of decisions 
formed by SEs and the development of a terminal 
management decision. This raises the problem of 
continuous or periodic assessment of the weight 
characteristics of working experts. Traditionally, 
this problem is solved by "running" the SEs on a 
training polygon, which makes it possible to 
compare the decisions they form with the optimal 
ones. For unstable immersion environments, in 
which estimates of the dynamic characteristics of the 
observed process rapidly become obsolete, a sliding 
observation sample 𝑌〈(௞ି௅బ):(௞ିଵ),ெ〉  directly 
adjacent to the current time point is used as such a 
data polygon. 

 
The volume of the data polygon 𝐿଴  is selected 

based on the contradictory requirements of its 
minimization, needed to evaluate the effectiveness 
of an individual SE according to the most recent data, 
and its maximization, needed to assess the quality of 
the expert's functioning in a wide range of changes 
in the properties of the observation series. This 
problem may not have a general minimax solution, 
or it may not meet the specifics of the problem being 
solved. In this regard, this issue is solved 
individually for each specific task, taking into 
account its features. The same considerations are 
valid when choosing the volume of historical 
observations 𝐿  𝑌〈(௞ି௅):(௞ିଵ),ெ〉  used by SEs in the 
development of local decisions. 

 
The presence of a layer of service experts 

significantly complicates the communication 
environment of the MES, since the knowledge they 
generate is rather heterogeneous. This requires 
building a library of data exchange protocols, which 

include a set of parameters formed by different 
service experts. 

 
When using the scheme of interacting experts in 

the main layer of the MES, it is also necessary to 
create a communication environment with 
information exchange protocols. These issues have 
already been developed in the construction of the 
communication environment between MAS agents. 
In a multi-expert system, it is necessary to create an 
additional communication system with the top 
control layer, and with the layer of service experts if 
there is one. It should be noted that in this case, the 
supervisor also coordinates the circulation of 
coordinating information between the experts. 

 
The proposed structure of MES is universal. Its 

implementation requires to be adapted to the 
specifics and formalized description of a particular 
applied task. As an example, consider the 
implementation of MES for the problem of 
managing financial assets at electronic capital 
markets. 

3.  EFFECTIVENESS 

3.1 Suitability Criteria 

 
Terminal assessment of MES effectiveness, as 

well as any information system, is carried out based 
on the effectiveness of the metasystem, in whose 
interests it is created and operates. Criteria and 
methods for evaluating the effectiveness of 
information systems are given, for example, in [17]. 
Following the proposed methodology, we will 
distinguish between necessary criteria of suitability 
of management decisions and sufficient conditions 
of their superiority and optimality. 

  
The criterion of decision suitability 𝐷௞,    𝑘 =

1, . . . , 𝑁  refers to satisfying relations (2-3), i.e. its 
numerical characteristics conform to the available 
set of a priori constraints.  

 
The optimality criterion requires that the 

numerical indicator Υ(𝐷), reflecting the quality of a 
decisions, be the best, i.e. correspond to some 
extreme value on the set of acceptable decisions 

 
𝐷௞

∗ = 𝑜𝑝𝑡: Υ(𝐷௞
∗) = 𝑒𝑥𝑡𝑟

௜
൫Υ(𝐷)൯,    ∀𝐷 ∈ 𝐷௔ௗ௠ , 

  𝑘 = 1, . . . , 𝑁,    𝑖 = 1, . . . , 𝑁஽బ
                (6)  

 
where 𝐷௜,௞ ∈ 𝐷௢ = {𝐷଴(𝑖),    𝑖 = 1, . . . , 𝑁஽బ

}  is the 
set of admissible decisions. 
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A less strict criterion of superiority supposes 
decisions that, at each time step of management 𝑘 =
1, . . . , 𝑁, were superior in terms of quality to some 
reference decision 𝐷଴௞ ∈ 𝐷௔ௗ௠ obtained, for 
example, at the previous step of management 

 
𝐷௞

଴:    Υ(𝐷௞
଴) ≥ Υ(𝐷଴௞).                  (7) 

 
In most practical tasks, the criterion of suitability 

should be strictly fuilfilled for each implementation. 
At the same time, for sufficient performance, criteria 
should be satisfied by averaged performance only. In 
this case the optimality criterion (6) will have the 
form 

𝐷ଵ:௞
∗ = 𝑜𝑝𝑡:   Υഥ(𝐷∗) = 𝑒𝑥𝑡𝑟

௜
൫Υഥ(𝐷௔ௗ௠)൯,     

𝑖 = 1, . . . , 𝑁஽బ
,                             (8) 

 
and the superiority criterion (7), respectively, can be 
represented as 

𝐷଴:    Υഥ(𝐷଴) ≥ Υഥ(𝐷)                      (9) 
 
Further generalization of this approach supposes 

using the distribution function of the decision quality 
indicator [14], [15] but its practical use requires a 
large number of repeated implementations to 
estimate the empirical distribution density with the 
required accuracy. 

 
Linear sequential evaluation of decision 

effectiveness involves the admissibility of the 
superposition principle: the indicator of the terminal 
efficiency of the system is the sum of the quality 
indicators in the intermediate steps of management. 
For essentially nonlinear systems, the effectiveness 
is evaluated at the last control step 𝑘 = 𝑁. In this 
case, in accordance with the general principles of 
system analysis, intermediate steps may not meet the 
requirements of optimality. Then the current 
management at the 𝑘-th step is selected based on the 
prognostic scenario for the time interval 𝜏 = 𝑁 − 𝑘. 

 

3.2 Forecasting and Managing Financial 
Instruments at Electronic Capital Markets  

A financial asset management decision made by a 
trader or a trading robot can be represented as a 
vector  

 
𝐷௝ = (𝑘, 𝑑, 𝑉, 𝑌∗)௝ , 𝑗 = 1, 2, … (10)  
 
where 𝑘௝ is the start of the operation (opening a 

position), 𝑑௝  is the predicted direction of the 
quotation dynamics, 𝑉௝  is the volume of financial 
investments in the operation, 𝑌௝

∗ the threshold level 

of quotations, the achievement of which determines 
the completion of the operation (closing a position). 
As a result of the management decision, the capital 
changes by 𝛿𝐾௝.  

 
The task of an SE that uses technical analysis 

techniques is to consistently make decisions 
𝐷௝ ,    𝑗 = 1, 2, … based on retrospective and current 

market monitoring data൫𝑌〈(௞ି௅):(௞ିଵ)〉, 𝑌௞൯,        𝑘 =

𝐿 + 1, . . . , 𝑁. In a more general case, an SE uses a 
combination of technical and fundamental analysis, 
the relevant additional information 𝐼௔  for which 
most often exists in the form of text files with news 
feeds, analytical reviews, etc. 

 
The most common and natural measure of 

effectiveness of the 𝑗-th control decision 𝐷௝  is the 
capital gain Υ(𝐷௞) = 𝛿𝐾(𝐷௞)  resulting from its 
execution. A natural criterion for the suitability of a 
sequence of generated control decisions (10) is 
positive capital gain, i.e. 

 
𝐷௝ ∈ 𝐷௔ௗ௠ ⇔ 𝛿𝐾൫𝐷௝൯ ≥ 𝛿𝐾୫୧୬, 𝑗 = 1,2, …     (11) 

 
where 𝛿𝐾(𝐷௞) is the change in capital that occurred 
as a result of executing the management 
decision 𝐷௞ ,and 𝛿𝐾୫୧୬ > 0,    𝑘 = 1, . . . , 𝑁  are the 
expenses due to the execution.  Note that asset 
management does not occur at every step of 
observation, so the indices k and j do not coincide.   

For the considered class of management problems 
in conditions of chaotic dynamics, it is impossible to 
establish a priori whether the made decision 𝐷௝  
corresponds to the suitability criterion (11). It is 
permissible only to compare the parameters of the 
generated decision with natural restrictions, for 
example, the deposit size. It seems promising to 
implement the decision suitability criterion based on 
a priori risk assessment, which consists of analyzing 
the effectiveness of the decision-making algorithm 
on a test data polygon.  

 
Optimality criterion (6) of the generated decision 

𝐷௝  at the j-th step of asset management requires 
maximizing the expected profit, i.e. as a result of 
executing the generated management decisions. 

  
𝐷௝

∗ = 𝑜𝑝𝑡:    Υ൫𝐷௝
∗൯ = 𝛿𝐾൫𝐷௜௝൯ = 𝑚𝑎𝑥

௜
,     

∀𝐷௜௝ ∈ 𝐷௔ௗ௠ ,    𝑗 = 1, . . . , 𝑁௝ , 𝑖 = 1, . . . , 𝑁஽ 
 
where 𝐷௜,௝ ∈ 𝐷௢ = {𝐷଴(𝑖),    𝑖 = 1, . . . , 𝑁஽} is the set 
of admissible decisions. 
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In practice, the above expression is not 
constructive, because it does not take into account 
the stochastic nature of asset quotes. In this regard, 
effectiveness evaluation based on Bayesian 
estimates is more correct [19], [20]: 

 
𝐷௝

∗:    Υ൫𝐷௝
∗൯ = 𝑃௜௝𝛿𝐾൫𝐷௜௝൯ = 𝑚𝑎𝑥

௜
,    

 ∀𝐷௜௝ ∈ 𝐷௔ௗ௠ ,    𝑗 = 1, . . . , 𝑁௝ , 𝑖 = 1, . . . , 𝑁஽   (12) 
 
where 𝑃௜௝ ,    𝑗 = 1, . . . , 𝑁௝ , 𝑖 = 1, . . . , 𝑁஽  is the 
probability that at the j-th management step the 
decision 𝐷௝  will produce the largest capital gain 
𝛿𝐾(𝐷௜௝)  among the set of admissible alternatives 
𝑖 = 1, . . . , 𝑁஽ .  It should be immediately clarified 
that in the process of real management, probability 

𝑃௜௝  is replaced by its frequency estimate 𝑃෠௜௝, formed 
by testing the decision algorithm on data polygon 
𝑌(௞ି௅బ):(௞ିଵ).  
 

For the above example, due to the obvious 
additivity of the effectiveness indicator, the 
optimality criterion (8) of the whole management 
cycle can be presented as  

 
𝐷∗ = 𝑜𝑝𝑡:    Υ(𝐷∗) = ∑ 𝑃෠௞

ே
௞ୀଵ 𝛿𝐾(𝐷௞) = 𝑚𝑎𝑥

௝
. 

 
The worst management result is due to the limited 

initial capital 𝐾଴ , condition ∑ 𝛿𝐾௝ ≤ 𝐾଴

ேೕ

௝ୀଵ
 means 

ruin of the trader.   

4. EXPERIMENTS 

4.1 Specifics of Modeling Financial Asset Quote 
Observation Series  

We have a series of direct observations of the 
quotes of a financial instrument 𝑌௞ ,    𝑘 = 1, . . ., 𝑁. 
The conventional additive observation model for this 
class of random processes is [18], [19], [20]: 

 
𝑌௞ = 𝑋௞ + 𝑣௞ ,    𝑘 = 1, . . ., 𝑁              (13) 

 
where 𝑋௞ ,    𝑘 = 1, . . ., 𝑁 is the systemic component 
formed by the smoothing filter and used in the 
decision-making process, 𝑣௞ ,    𝑘 = 1, . . ., 𝑁  is the 
random component of observations, usually 
modeled, although not always correctly, by a 
stationary Gaussian process.  

 
For the observation series generated by the process 
of market pricing, the systemic component is an 
oscillating non-periodic process with many local 
trends, described by the model of deterministic 
chaos [21], [22], [23], [24]. The random component 
in the quotation model usually does not meet the 
stationarity condition, is heteroscedastic and has a 
rapidly decaying autocorrelation function [24], [25]. 
As a result, the general quotation model (13) should 
be classified as stochastic chaos. 

 
An example of quotation dynamics for the three 

most common pairs of currency instruments, 
illustrating the above features of observation series, 
is shown in Figure 2. 
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Figure 2. Example quotation dynamics of the three most common currency instruments 
 
Under these conditions, conventional 

computational schemes used to identify the observed 
process and predict it in the interests of proactive 
management are ineffective. The traditional 
approach to improving the effectiveness of 
management by adapting forecasting algorithms also 
does not increase the stability of the solution due to 
the fact that the time of adjustment of the tracking 
loop is too long to track chaotic variations in the 
dynamics of the observed process. Hence, the 
expediency of using a distributed MES, which solve 
the forecasting problem using a group of SEs, each 
of which is based on different algorithms for 
predicting decisions. 

 
As already noted, simultaneous processing of 

decisions formed by various SEs does not produce 
the most accurate forecast. If there were an SE that 
was uniformly superior to the other decisions-
making algorithms, the accuracy would only 
decrease if their results were processed together. 
However, in a situation where the effectiveness of 
each SE varies depending on the input data, the 
combined processing of the results makes it possible 
to improve the average management efficiency, or, 
in other terms, to increase the stability of the DSS. 

 

4.2 Example: A Multi-Expert System Based on 
Statistical Polynomial Prediction 
Algorithms  

 
To illustrate the task of constructing a MES, let us 

consider a simplified two-level system in which the 
main layer of software experts consists of simple 
polynomial extrapolation algorithms. The difference 
between SEs is in the degree of the approximating 
polynomial m and the size L of the sliding window 
𝑌௞ି௅,௞ , in which the parametric identification of the 
polynomial model 𝑃௞(𝑎) = 𝑎௜  𝑡௜,    𝑡 = 1, . . ., 𝐿  is 
performed.  

As an example, we consider a problem in which 
the observed process is the result of monitoring 
changes in the normalized values of quotations of the 
EURUSD currency pair for two hours (120 minute 
counts). Based on the results of observations, we 
construct polynomial models of low orders 𝑚 =
1,2,3 by fitting parameters 𝑎ො௜ ,    𝑖 = 1, . . ., 𝑚 using 
the least squares method. Next, an extrapolation 
forecast is made for an interval of 1 hour (60 minute 
counts).  

 
Examples of modeling and extrapolation 

forecasting of the dynamics of quotations of the 
specified currency pair are shown in Figure 3. 
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Figure 3. Examples of SE implementation based on extrapolation predictors of orders 1-3 for two different observation 

windows. 
 
We can see that the quality of the model itself, 

evaluated by the degree of closeness to the real 
process (using the quadratic similarity metric) 
noticeably improves with increasing the degree of 
the approximating polynomial, as one would expect.  
However, this conclusion does not apply at all to the 
quality of the forecast. Moreover, an increase in the 
degree of the approximating model can lead to 
extremely large forecasting errors. 

 
Note that the conclusion about the unsuitability of 

the simplest polynomial forecasting for asset 
management in electronic markets is quite obvious. 
In the context of this article, the question is posed 
differently - is it possible to improve the forecasting 
results by processing the results obtained in different 
ways (different SEs) at a higher level of data analysis 
(supervisor level). 

 
According to the task, the supervisor receives 

prediction results at each observation step from three 
SEs of the underlying layer, each of which 
implements polynomial extrapolation with a given 
model order. At the same time, the choice of the best 
approximating model on the sliding observation 
interval adjacent to the current count does not 
guarantee the best quality of the forecast due to the 
chaotic nature of the process described above.    

 
As mentioned earlier, the implementation of an 

expert-supervisor can be based on Bayesian analysis 
of prior risks [19], [20] and using them as weight 

characteristics when processing decisions obtained 
by various SEs. A priori risks of each SE are 
calculated as estimates of the average values of 
forecast errors 𝛿𝑌෨௞,ఛ

௜  generated on the sliding data 
polygon 𝑌௞ି௡ௌ,௞ = [𝑌௞ି௡ௌ, . . ., 𝑌௞],    𝑘 = 1, . . ., 𝑁 
volume in nS counts. The supervisor generates a 
step-by-step forecast for the time interval 𝜏  as a 
linear combination of predictied decisions generated 
by the SE of the underlying MES layer: 

 

𝑌෨௞ାఛ =
∑ ௪ೖ,೔௒෨ೖశഓ

೔೘
೔సభ

∑ ௪ೖ,೔
೘
೔సభ

, 𝑘 = 1, . . ., 𝑁 − 𝜏                  (14) 

 
In this case, the weights are estimated as the 

values inverse to the estimated values of Bayesian 
risks 𝑤௞,௜ = (𝑅௞,௜

ఛ )ିଵ. 
 
As an example, we consider the problem of step-

by-step estimation of the standard errors of the 
forecast for an SE that uses linear quadratic 
statistical extrapolation and an expert supervisor 
with Bayesian data processing (14) for 100 different 
forecasted areas of 𝜏 = 50 minute counts in size.  

 
A sliding sample of 120 counts was used as an 

interval for training the SE (constructing an 
approximating model), and a sliding sample of size 
nS=300 counts was used for assessing Bayesian risks. 
The resulting estimates of the standard deviations are 
presented for the three considered forecasting 
options in Figure 4.  
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Figure 4. Linear, quadratic and Bayesian prediction errors for non-stationary observation series 
 
As can be seen from the presented figures, it is not 
possible to achieve uniformly superior forecast 
accuracy for chaotic observation series, as expected. 
At the same time, the use of MES with a Bayesian 
supervisor allows to improve the quality of the 
prediction compared to the considered polynomial 
computational schemes by 8-10% on average. 

Note that this example does not claim to be used 
as a DSS in asset management tasks. The proposed 
scheme is used only as a simplified example to 
illustrate the technique of MES application. To build 
an effective management system in a 
multidimensional chaotic immersive environment, a 
system of heterogeneous software experts with 
information support from the service layer and a 
self-developing supervisor computational scheme is 
required. We are planning to cover these issues in 
our subsequent publications. 

 

4.3 Example: A Multi-Expert System Based on 
Heterogeneous Information Sources   

 
Consider an MES with three heterogeneous working 
software experts SE-1-3, generating 
recommendations or draft decisions on managing a 
financial asset, and an expert supervisor of an ES that 
makes the final decision. Let SE-1 implement a 
trading management strategy based on the detection 

of a trend and investing in an asset that has an 
explicit trend. In contrast, let SE-2 be based on the 
strategy in which the exit of the trajectory of the asset 
quotation beyond a set threshold is regarded as a 
random fluctuation that dynamics of market pricing 
will inevitably reverse. This approach generates a 
recommendation to open a position in the opposite 
direction to the detected local trend and to close it 
when the quotation reaches the level of the so-called 
"fair price".  

 
The third expert, SE-3, belongs to the service 

layer and is a text analyzer that extracts information 
about the "mood" of the market from analytical 
reviews. Essentially, the task is to transform the 
content of available analytical reviews prepared by 
fundamental market analysts into a fuzzy solution 
such as “quotes are rising,” “falling” or “on average, 
not changing” (the so-called sideways trend). The 
supervisor receives recommendations on asset 
management from SE-1 and SE-2 in the form of 
commands for opening and closing positions, as well 
as service information from SE-3, and forms final 
versions of management decisions based on the data 
obtained.  

 
The supervisor uses the recommendations of the 

first expert if, according to the service expert, news 
leading to the emergence of a local trend is expected. 
In the opposite case, the supervisor makes decisions 
based on the recommendations of the second expert. 
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Figure 5. Example of asset management based on a multi-expert system  
 
For comparison, we used trading simulations on 

the same 5-day price change interval. We used the 
real quotes of the EURUSD currency pair. We 
compared three management options: using the 
recommendations of the first SE, second SE and, in 
the third case, the MES described above. 

 
An example of MES-based management is shown 

in Figure 5. The green line represents the trajectory 
of changes in quotations; the solid crimson line is 
formed by the exponential filter with velocity 
correction. Correction is necessary because an 
exponential filter with a large gain provides 
insufficient smoothing, and reducing the value of 
this coefficient leads to a lag of the smoothed curve. 
Velocity correction provides a satisfactory level of 
smoothing and a significant reduction of lag. 

 
The dotted lines define a "corridor" within which 

quote fluctuations can be considered to contain no 
clear trend. The standard value of such fluctuations 
relative to the exponential average lies in the range 
of points 𝑠(𝛿𝑌෨௞) = 15 − 25. In this example, we set 
the corridor width to 40 p. The position was closed 
at 𝑑𝐿 = 20  p. from the opening level in both 
directions. Asterisks indicate the moments of 
opening a position, gain is denoted by diamonds and 
stop-loss executions are marked with circles.   

 
A comparison of the trading results for these three 

options is shown in Table 1. It can be seen that the 
independent use of SE 1 or SE 2 leads to a loss. 
Using MES, it is possible to construct a management 

strategy from the streams of two losing 
recommendations, which in general produces gain. 
Applying sequential evolutionary optimization, for 
example, as described in [26], [27], can increase the 
gain by another 5-8%.  

  
TABLE 1. COMPARISON OF TRADING RESULTS OF SE AND MES 
 

Decisions Result 
(pipses) 

Probabilit
y of gain 

Average 
gain 

Average 
loss 

SE-1 -84 0.47 35.5 - 34.7 
SE-2 -36 0.50 34.7 - 35.5 
MES 14 0.53 34.1 - 32.3 

 
It should be pointed out, that the given example 

cannot serve as proof of the guaranteed advantage of 
the MES. In chaos, nothing is guaranteed at all. In 
this example, correct recommendations given by 
expert analysts in the form of text reviews were used 
as service information, which in turn were correctly 
extracted by the SE using text analysis. In general, 
the correctness of the results of fundamental analysis 
is not guaranteed.  

 
On the other hand, the most primitive versions of 

trading robots were used as SE 1-2 for clarity. The 
use of more complex variants of SEs, for example, 
those based on multi-regression analysis of markets 
with sequential correction of statistical estimates of 
financial instrument values based on evolutionary 
modeling or artificial neural networks, will 
significantly increase MES effectiveness.  
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In addition, a significant potential for improving 
MES is contained in modern technologies for joint 
processing of expert recommendations based on the 
theory of conflicts and compromises [28], [29]. 

These questions, as well as the development of the 
theoretical foundations of MES, are the subject of 
our further research.    

 
 

5 CONCLUSIONS 

 
This article makes the first attempt to justify a 

distributed knowledge generation system based on 
hierarchical information interaction between a group 
of heterogeneous experts, which can be either 
implementations of data analysis algorithms or 
humans. 

 
 This article is preliminary and requires extensive 

additional work both in terms of the concept of MES 
as a distributed information system for generating 
knowledge, and in terms of the general mathematical 
formalization of a distributed DSS.  

 
The given examples, despite their simplified form, 

show significant potential of distributed information 
structures, which would help in solving many 
problems of big data and joint analysis of 
heterogeneous and poorly structured data (Data 
Fusion). In particular, it is expected that it will be 
possible to obtain positive results in such unsolved 
problems so far, such as predicting the state of 
unstable media, managing multidimensional chaotic 
processes, etc. 
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