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ABSTRACT

Since the first COVID-19 case was reported at the end of 2019 in China, the COVID-19 virus moved to almost every country with rapidly spread among people. It has a destructive effect on people's health and their daily life. The world health organization (WHO) in April 2020 officially declared the COVID-19 as a pandemic. To date, there is no specific treatment for COVID-19. Therefore, the detection of COVID-19 disease is required to avoid the fast spread of disease and halt its chain. In this article, we suggest an approach to recognize COVID-19 through X-ray images using distributed data mining techniques and Convolutional Neural Networks. To validate the proposed approach, we apply it to a public dataset consisting of 2,905 chest X-ray images for COVID-19 patients in addition to Viral Pneumonia and Normal images. The results show that the suggested approach gives promising results in terms of well-known evaluation metrics in the subject.
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1. INTRODUCTION

The first COVID-19 case was recorded in December 2019 in Wuhan, China. Although all countries imposed severe restrictions to prohibit the propagation of the virus, they failed to limit the virus spreading. Therefore, the WHO in April 2020 officially declared the COVID-19 disease as a pandemic. This disease causes mild to moderate respiratory illness, cough, shortness of breath, muscle pain, fatigue, sore throat, diarrhea and loss of smell, and abdominal pain [1][2]. Some infected people suffer from developed deadly pneumonia with a death rate of 2%, which may occur due to massive alveolar damage and progressive respiratory failure [3]. To date, there is no specific treatment for COVID-19 other than prevention before contracting the virus, as most countries have taken preventive measures with people who have symptoms of early COVID-19, such as early quarantine of infected people and monitoring the spread of the disease on a wider range in the country.

The standard screening method used to test patients with COVID-19 is PCR test [4]. It is one of the popular methods to detect COVID-19 but it is time-consuming as it requires 7-8 hours to get the results with a positive rate of 63% [5]. Other diagnostic tools may be used to detect COVID-19 such as epidemiological history; positive radiographic images (computed tomography (CT) Chest radiography (CXR)). Although CXR images may aid in early detection of infected cases, various of viral pneumonia images are similar, and they intersect with other infectious and inflammatory lung diseases. In 2021, there has been an increase in the number of X-rays images available from medical cases, particularly from COVID-19 patients. This allows us to examine medical photos and discover all features that may lead to the analysis and recognition of patterns that will aid in the automatic diagnosis of the disease using various data mining approaches.
Data mining is a process, science, and technology to extract the implicit information, discover relationships, and knowledge that can be useful from the mass, incomplete, noise, and random data using data analysis tools[6][7]. Data mining commonly includes four classes of tasks: clustering, classification, regression, and association rules. Recently, the development of data mining and deep learning applications has helped many medical researchers to detect the diseases such as brain tumor detection [8], breast cancer detection [9], object detection from medical images [10], denoising medical images [11], medical image segmentation [12], etc. Moreover, AI techniques have been widely used in different fields such as localization [13][14][33] and Security [15][16][17], etc.

Due to the current Internet era and cloud computing, data regardless of its domain types (medicine, financial, etc.) is scattered over the world and stored on distributed computing resources in the Internet cloud. Traditional data mining techniques involve integrating this distributed data into a single data warehouse. However, it is well-known that integration multiple sources of data into a single large data warehouse will produce such as poor schema design, lack of integrity constraints, spurious data, semantic problems on data, duplicated data, etc.[18]. In this case, the traditional application of data mining techniques (centralized data mining) results in misleading information and decisions, especially, if this data is medicine data. Distributed data mining techniques mitigate this problem to discover knowledge from distributed data sources without the need to collect them in a single data warehouse.

Our suggestion here is to recognize COVID-19 disease through X-ray images using distributed data mining techniques and Convolutional Neural Networks (CNN). To validate the proposed approach, we apply it to a public dataset consisting of 2,905 chest X-ray images for COVID-19 patients in addition to Normal and Viral Pneumonia images. The findings reveal that our suggestion provides promising results in terms of well-known evaluation metrics in the subject: Precision, Accuracy, Recall, and F1-Score. In addition, we perform an analysis for false-negative and false-positive cases.

Our article is structured as follows. We provide the necessary background in section 2. Related work is listed in section 3. Next, the proposed is detailed in section 4. The experiments are discussed in section 5. Finally, we provide the conclusions in section 6 with future perspectives.
Data quality problems are mainly classified into two main categories [20]: multiple-source problems and single-source problems. The problems in these categories are further classified into two levels: instance-based level and schema-based level. Problems of Instance-based level occur due to data entry problems such as misspelling, values missing, data redundancy, etc. Problems of Schema-based level raise due to bad schema design, lack of integrity constraints, differences between the data model and schema model such as uniqueness violation, referential integrity constraints, and missing attributes.

In order to apply centralized data mining techniques, several distributed data should be collected into a single repository to build a large data warehouse [18]. Such integration of data raises other data quality problems (for example, semantic problems). This is because the collected data represents different departments of data where each department has its own model and semantic which differs from other departments. Figure 2 shows an example of a semantic problem for data integrated from different sources. For example, the attribute City show different names from different languages (English and Germany) to name the same city: Braunschweig and Brunswick.

2.2 CNN

CNN is a Deep Learning algorithm that takes, as an input, an image and assigns adjustable weights to various features extracted from the input image to assign a label, as output, to this image [21][22]. The main advantage of CNN over traditional machine learning algorithms is that it eliminates the need for manual features extraction from the input image as such extraction is time-consuming.

The general architecture of CNN consists of several layers as displayed in Figure 3: (1) input layer, (2) set of convolutional/pooling layers, and (3) fully connected layer [21]. Firstly in the input layer, CNN takes an image as an input. This image is transformed into an array of pixel values. Then, the purpose of convolutional/pooling layers is to extract features from image parts and analyze them. This is achieved by performing a set of convolution kernels by dividing the image into a set of non-overlap rectangles. Finally, in the fully connected layer, the output of the previous layer is received and turned into a single vector to predict the image class.

3. RELATED WORK

In this section, the most recent and relevant works that are the closest to our work are presented. We divide these works into two categories:
COVID-19 diagnostic methods and identifying data quality problems using data mining methods

3.1 COVID-19 Diagnosis Methods

There is a research body to detect COVID-19 using chest X-ray images. This research work produces binary (normal or infected) or multiple classifications (infected, normal, viral pneumonia, and bacterial pneumonia) for COVID cases. The proposed approaches vary in terms of AI algorithms used. Among algorithms, the most preferred algorithm is CNN [23]. In this section, we restrict our self to present only research works that employ CNN to detect COVID-19 using chest X-ray images.

Chowdhury et al. proposed a CNN-based approach for automatic detection of COVID-19 pneumonia classification (Normal and COVID-19 pneumonia) and (Normal, viral, and COVID-19 pneumonia) using chest X-ray images [24]. To train their learning model, they used a public database created by merging three public databases from recently published articles. This database contains 423 COVID-19, 1485 viral pneumonia, and 1579 normal chest x-ray images. The classification results showed that their approach can improve the accuracy and speed of diagnosing COVID-19 disease with 98.3% accuracy. For multi-classification, our approach combines deep learning and distributed data mining, which is more accurate than existing approaches like [24].

Apostolopoulos and Mpesiana evaluated the state-of-the-art of CNN architectures in medical image classification [25]. A dataset with X-ray images for patients having Covid-19 disease, common bacterial pneumonia, and normal incidents was used for automatic detection of the COVID-19 disease. The experimental results show that deep learning with CNN using X-ray images help to extract features related to the COVID-19 disease with 96.78% of accuracy.

Narin et al. investigated the result of using five pre-trained CNN-based models (ResNet101, InceptionV3, ResNet50, InceptionV3, and InceptionResNetV2) to detect COVID patients automatically using chest X-ray [23]. These models were applied on a dataset with normal, COVID-19, bacterial, and viral pneumonia cases. Three binary classifications are produced as an output of these models (COVID-19 or normal, COVID-19 or viral pneumonia, COVID-19 or bacterial pneumonia). The results indicate that the pre-trained ResNet50 model gives the highest classification performance with 98% of accuracy.

Zhang et al. develop a deep learning-based model to diagnose COVID-19 disease using chest X-ray images [26]. Their model is applied on 100 chest X-ray images for 70 patients. Their developed model achieves high sensitivity with 96%. Ghoshal and Tucker investigated the results of the dropweights-based Bayesian CNN model to detect COVID-19 patients with chest X-ray images [27]. Sahinbas and Catak evaluated the results of using five pre-trained CNN models (VGG16, VGG19, ResNet, DenseNet, and InceptionV3) to detect COVID-19 patients from non-COVID-19 patients using chest X-ray images [28]. The VGG16 model help to detect COVID-19 with the highest classification performance as 80% accuracy among the other models. Medhi et al. proposed a CNN-based approach to detect COVID-19 from non-COVID-19 patients using chest X-ray images [29]. Their method is applied on a data set consisting of 150 confirmed COVID-19 cases. Experimentally, their method detects the infected cases with 93% accuracy.

3.2 Using Data Mining Methods for Identifying Data Quality Problems

Applying DDM techniques to detect data quality problems is seldom considered. Identifying data quality problems using DDM is only introduced in the article published by Januzaj et al. In [18], Januzaj et al. proposed to use distributed data mining techniques to detect data quality problems from financial distributed data. According to their proposed approach, the data quality problems can be identified by using a classifier that can use knowledge from sub-clustering. The initial experimental evaluation show that data quality problems can be identified without the need to integrate distributed data into single data warehouse.

A survey for methods and techniques to deal with data quality problems is presented in [30]. Eshref and Visar proposed an approach based on traditional (centralized) data mining techniques such as clustering, sub-clustering, and classification to identify quality data problems during the integration process of distributed data. Different approaches are proposed to detect outliers as rule-based approaches [31][32]. Machine learning and deep learning approaches are used for different purposes such as classification, detection, and others [34-39].
Our approach presented in this article differs from the existing works presented above. Firstly, our proposed approach investigates the results of using a combination between distributed data mining and CNN against using centralized data mining to avoid data quality problems occur during the integration process. Secondly, the proposed approach is a multi-classification of COVID-19 disease with three classes (normal, COVID-19, and viral pneumonia).

4. THE PROPOSED APPROACH

In this section, we firstly provide an overview of centralized and distributed data mining systems. Then, we detail the application of distributed data mining.

4.1 An Overview of The Proposed Approach

Figure 4 shows a centralized data mining system versus distributed system for COVID-19 classification. Both systems use CNN as a deep learning algorithm. As displayed in the figure, centralized data mining resides on the top while distributed data mining resides on the bottom. In distributed one, we divide the dataset of interest into subsets to simulate the distributed situation. We collect the data locally on each sub-collection site to be locally analyzed. Then, we classify the distributed data on each site into 3 classes: infected with COVID-19, infected with Viral Pneumonia, and Normal. This is performed by applying a uniform classifier to each site. In order to train the classification model, we utilize the global model as training data. Then, we use the labeled local data as a test data.

4.2. Applying DDM

This section presents in detail our proposal for COVID-19 classification based on distributed data mining. Our proposed framework consists of three main phases: image preprocessing, building a global model for training, and building two sub-collections for testing. Sequentially, we detail these phases.

4.3. Image Preprocessing

In the first phase, we need to set a standard size for all chest X-ray images because not all images have the same size. So all images are standardized to (224×224) pixels. Then they are converted to gray-scale images. Finally, all images are converted to matrix format to recognize them by the CNN algorithm.

4.4 Building Global Model for Training

In the second phase, our dataset of interest that contains 2,905 chest X-ray image is used as training data to build a global model. The input layer contains (224×224=50,176) neurons in the CNN network corresponding to the training images. The hidden layers consists of a convolutional layer with three convolutional filters (feature maps) with a pixel kernel window applied over the input patch. A maximum pooling layer with (2×2) sub-sampling ratios is the next layer. The Rectified Linear Unit (ReLU) activation function is employed in the fully connected layer, whereas the Softmax activation function is used in the output layer. The mathematical equation of these functions as follows:

\[
ReLU(x) = \begin{cases} 
0, & \text{if } x < 0, \\
x, & \text{if } x \geq 0,
\end{cases}
\]

(1)

\[
softmax(x_i) = \frac{\exp(x_i)}{\sum_{j=1}^{m} \exp(x_j)}
\]

(2)
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where $x$ and $m$ refer to input data and number of classes, respectively.

Similarly, in the two local models, we used ReLu activation function in the fully connected layer while we used a sigmoid function in the output layer which means whatever the input, the output ranging between 0 and 1. Every neuron will be scaled to a value between 0 and 1. The training steps of this phase are summarized in Figure 5.

$$Sigmoid(x) = \frac{1}{1 + \exp(-x)}$$

(3)

4.5 Building Two Sub-Collections for Testing

For testing, we use the two generated local models to test the input image. Firstly, the input image is tested using the first local model to classify it as either a COVID-19 case or a normal (not Uninfected) case. Secondly, if the classification result from the first local model is COVID-19, the same image is taken as input to the second local model to classify it as either viral pneumonia or only COVID-19. All these steps are summarized in Figure 6.

5. RESULTS AND EVALUATION

We describe in this section the dataset used to validate our proposal. Then, we assess the performance of the global model and local data models, respectively.

5.1 Dataset Description and Performance Metrics
To assess the effectiveness of our proposed approach, we have applied it to a COVID-19 public dataset of chest X-ray images [24]. Our assessment process considers 2,905 chest X-ray images, 219 of COVID-19 images, 1,345 of viral pneumonia images and, 1,341 of normal images. Figure 7 displays samples from the dataset, classified as COVID-19 positive cases in the first column, normal images in the second column, and viral pneumonia in the third column.

We have implemented our proposal using a TensorFlow machine learning package presented by Google which is a Python-embedded open-source library to develop and train ML models. The model was implemented on a PC Pentium i5 3.2 GHz and with 8 GB RAM. We have used four well-known evaluation metrics to assess the effectiveness of our proposal. These metrics are:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (4)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (5)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (6)
\]

\[
F1 - score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (7)
\]

Where FP, TP, FN, and TN in Equations 4-7 refer to the number of false positive, true positive, false negative and true negative, respectively.

5.2. Global Training Model Performance

To train the CNN model for building the global model, the dataset is split into two parts: training and validation datasets with 30%. The total number of samples is 2,905. However, the model is trained with 2,033 samples and validated with 872 training. The dataset is performed up to a maximum of 25 epochs using the CNN method with a batch size of 32. The performance results of the global model are displayed in Table 1 for each class. As can be seen, the proposed approach yields a high performance in the global model as the average accuracy is 97.43% after 25 epoch. Additionally, the proposed approach achieves (98% - 99%), (97% - 99%), and (98% - 99%) Precision, Recall, F1-score, respectively, for all classes.

Figure 8 displays the accuracy of training and validation data over different epochs. It explains that the global model provides the best results at epoch 25. The given model is the most suitable when training the given data due to its ability to get close to all the points with a minimum validation loss and training loss. In addition, it shows a maximum value of training and testing accuracy.
5.3. Local Data Models Performance

Table 2: Evaluation metrics results for local data models.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Avg. Accuracy</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Avg. F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Model One</td>
<td>97.55%</td>
<td>98.58%</td>
<td>98.43%</td>
<td>98.05%</td>
</tr>
<tr>
<td>Local Model Two</td>
<td>98.04%</td>
<td>98.14%</td>
<td>96.80%</td>
<td>97.47%</td>
</tr>
</tbody>
</table>

Similar to the global model performance, to train the CNN model for building the local models, the dataset is divided into two parts: training and validation datasets with 30%. In the local data model number one, the total number of the samples that are used is 2,686 where the model has been trained with 1,880 sample and validated with 806 sample. In the local data model number two, the total number of samples that are used is 1,564 where the model has been trained with 1,094 sample and validated with 407 sample. In both data models, the dataset has been performed up to a maximum of 25 epochs using the CNN algorithm with a batch size of 32. The accuracy of the entire system increases as the number of epochs increases; therefore, if the number of epochs is not sufficient, then the accuracy will decrease.

Figure 8 illustrates the training and validation accuracy obtained by both the local model one and the local model two at different epochs. As shown, 25 epochs of training data revealed that the models fitted well. All points are covered by the models, and the training accuracy is maximized.

Moreover, Figure 9 represents the 2-class confusion matrix to further describe the performance of both local model one and local model two for classification chest X-ray images. The figure contains information about the actual and prediction classifications used to evaluate the performance of the classifier. As can be seen, the local model one produces 1,320 true negative instances, 19 false-positive instances, 21 false-negative instances, and 1,326 true positive instances. For local model two, the model produces 1,341 true negative instances, 4 false-positive instances, 7 false-negative instances, and 212 true positive instances. According to these numerical values, the designed models perform well and give a high number of correct predictions.

6. CONCLUSION

We have suggested a deep learning-based approach with distributed data mining to diagnose COVID-19 disease using chest X-ray images. Our suggestion has been applied on a public dataset of chest X-ray COVID-19 images containing 2,905 images (219 of COVID-19 images, 1,345 of viral pneumonia images, and 1,341 of normal images. The findings reveal that the effectiveness of our proposal for COVID-19 diagnosis with high average accuracy (97.43%) for global model, and (97.55% and 97.04%) for two local models respectively using a completely automated computer program. The proposed approach is a multi-classification approach where we classify normal, or COVID-19. This is because that the appropriate features are extracted from the given images.
several diseases using the same deep learning approach. Moreover, the proposed approach utilizes distributed data mining and deep learning to avoid the problem of data quantity. However, our approach needs to be enhanced to support different data mining and deep learning techniques. As a future work, we plan to investigate the results of using other deep learning algorithms with more distributed datasets.
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