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ABSTRACT 
 

The problem that often occurs in Neural Networks is how to determine the right model, see effectiveness, 
accuracy, based on parameters, and datasets. Furthermore, various training and testing are needed to 
determine the best model. In-depth Artificial Neural Network Analysis is required to be analysed and 
compared with various other classical methods. This study tries to offer the best analytical method, namely 
Artificial Neural Networks that can be used, especially in the data category. Solution The analytical approach 
used is to add additional layers to the model until the accuracy is >= 90%. The subject of this research is the 
health problem of the coastal community, namely the classification of the dominant disease that most suffers 
from the coastal community. The purpose of this study is to classify using the Protis Neural Network Method 
approach and compare it with other methods to classify the dominant disease suffered, then measure the level 
of accuracy of each method and find the best method to classify the dominant disease suffered by coastal 
communities. The parameters used are region, profession, education, environment, access to health, weather, 
and dominant disease. The research locations include the regencies of Belawan, Serdang Bedagai, and Central 
Tapanuli in the Province of North Sumatra, Indonesia. The data used is 100 data. The results showed that the 
Protis Method approach is known to be able to classify and predict well that the dominant disease suffered 
by coastal communities is diarrheal disease. From the several methods tested, it is known that the Neural 
Network Protis is the best method in classifying the dominant disease suffered by the community with an 
AUC value of 0.9967, a CA value of 0.9504, an F1 value of 0.9505, a Precision value of 0.9523 and a Recall 
value of 0.9504. 
Keywords: Neural Network, Coastal, Disease, Artificial Intelligence 
 

1. INTRODUCTION 

Indonesia is an archipelagic country which has 
8,090 coastal villages, of which around 60% live 
around coastal areas. and more than 33% of the 
people work as fishermen. Currently, several 
dominant diseases that cause death in coastal areas 
include dengue fever [1], Hipertensi dan Diare 
(WHO, 2015). This is due to several conditions, 
namely social factors, environmental factors, 
economic factors and habits of coastal 
communities [2][3]. Currently the development of 
artificial intelligence is growing very rapidly. 
There are several machine learning methods such 
as Neural Network, Naive Bayes, SMV and 
Random Forest which have been extensively 
researched to carry out the prediction and 

classification process. [4][5] Each method has a 
way of interpretation, and a different way of 
working, as well as the level of accuracy that varies 
and is sometimes less stable depending on the 
accuracy of the data, models and variables used.  

Furthermore, there is still a need for a lot of 
research on innovations for classifying the 
dominant diseases suffered by coastal communities. 
This is due to the condition of coastal communities 
who pay less attention to their health conditions.  

Due to these problems, an innovation is needed 
to develop a renewable artificial neural network 
method that is better adapted to the workings of 
protic amoeba. [6][7]  to optimize the variable 
classification process by modifying the hidden layer 
model which is then generated into a new model, 
namely the Protis Neural Network which is used to 
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classify the type of supervised model in an effort to 
produce a classification model that is more accurate 
and easy to interpret properly.  

The main problem in this study is The coastal 
community health factor is a very important factor 
as one of the 17 Sustainable Development Goals 
2015 – 2030 (Gigliotti, Schmidt-Traub, and 
Bastianoni 2018), namely improving the quality of 
health. In addition, 89% pay less attention to the 
meaning of health (Birawida and Hasanuddin 
2019). This must be resolved. It is hoped that the 
development of the Protis Neural Network 
classification model with the study of the 
classification of dominant diseases in coastal areas 
will later help government and health parties to be 
able to classify the dominant areas of disease 
suffered by coastal communities with better, 
accurate and accurate results. easy to understand 
and become one of the alternative methods for 
classifying data to help classify the dominant 
diseases suffered by the coast so that sustainable 
development goals can be achieved, especially in 
coastal areas of Indonesia..[8]. 

 So far, the classification research that has been 
done has only looked at the extent to which the 
distribution classification is seen from the 
demographics [9](Shen, 2014) (Achu, 2008) Next 
is GIS-Based Application Design Research to 
Detect Affected Areas (Fernandez, 2015) (Guha-
Sapir et al., 2005) Where The Research Uses 
Logistic Regression Prediction Where The 
Variables Used Are Patient And Environmental 
Conditions. It is clear that to do this, and the 
researcher must consider as much of the available 
data as possible. This research also discusses how 
to develop and implement the Protis Neural 
Network for the classification of Dominant 
Diseases of the Coastal Community and compare it 
with other ANN methods.  

This Theory Has Supporters In Several 
Domains To Provide The Assumption That The 
Cleavage Process Can Make The System Or 
Become Stronger, Faster And Smarter. The Protis 
Neural Netowk Algorithm method is expected to be 
used as one of the better methods to improve 
classification accuracy, increase learning speed and 
testing. This algorithmic method focuses on better 
classification. Then compare the accuracy, learning 
speed, and testing of the protis algorithm with other 
methods such as KNN, SVM, Naïve Bayes, and 
Random Forest. [10][11][12][13][14][15] 

2. RESEARCH OBJECTIVE  

The scope of this research is to classify the 
dominant diseases of coastal communities in North 
Sumatra, Indonesia by developing a Neural 
Network Algorithm with a Protis Neural Network 
Model Approach to further compare the Protis 
Neural Network Method with other Artificial 
Neural Network methods, namely classical Neural 
Network, SVM, Random Forest and others 
formulate a new model with the approach of 
Protista theory, Probability Theory, and Neural 
Network Algorithm. 

 
3. RESEARCH CONTRIBUTION 

Contribution to this research is to develop and 
implement an Artificial Neural Network 
development with a Protis theory approach, namely 
Protis Neural Network. Furthermore, this method 
was implemented in the case of Dominant Disease 
Calcification of Coastal Communities in North 
Sumatra, Indonesia. Furthermore, testing is carried 
out by comparing it with other Artificial 
Intelligence methods 

4. LITERATURE REVIEW  

The coast is a meeting area between land and 
sea, towards the land covering parts of the land, 
both dry and submerged in water, which are still 
influenced by the characteristics of the sea such as 
tides, sea breezes, and salt water seepage.[16] 
Research on the health of coastal communities was 
first examined by [17] about how to explore public 
health problems in the Manado Coastal Area where 
the large part of the problem is environmental 
factors, behaviour and social factors of coastal 
communities, then in this study will be developed 
the variables studied are Economic, Environmental, 
Social, Health factors. The type of disease suffered 
by the community in previous studies has been 
examined regarding the risk of hypertension in 
coastal communities, which is the dominant disease 
in suffering [18] and further regarding the spread of 
dengue fever in coastal areas that have been studied 
previously [1] [19] about the spread of dengue fever 
in coastal areas and research on diarrheal diseases 
that many toddlers suffer from in coastal areas 
caused by environmental factors and the health of 
coastal communities [3].  

From these previous studies, this research will 
be developed to classify the dominant diseases 
suffered by coastal communities by examining 
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three areas in North Sumatra, namely the Central 
Tapanuli Region, Serdang Bedagai and Bagan Deli 
Belawan, Medan City to see the classification of 
several diseases in the area and their factors. which 
have been specified. Artificial neural networks 
(ANNs) are also usually applied to traffic prediction 
problems because of its advantages, such as their 
capability to work with multi-dimensional data, 
implementation flexibility, generalizability, and 
strong forecasting power [3].Data mining provides 
an efficient way to resolve many problems in the 
field of bioinformatics. This paper focuses on 
finding the best algorithm with high accuracy for 
the prediction of dengue among several 
classification algorithms 

Neural network is a computational method that 
mimics a biological neural network system. 
Artificial Neural Networks are formed to solve a 
particular problem such as pattern recognition or 
classification due to the learning process. Like 
biological neurons, Artificial Neural Networks is 
also a system that is "fault tolerant" in 2 respects. 
For example, humans can often recognize someone 
whose face has been seen from a photo or can 
recognize someone whose face is slightly different 
because they haven't seen him for a long time. 
Second, still able to work even though some of the 
neurons are not able to work properly. If a neuron 
is damaged, other neurons can be trained to replace 
the function of the damaged neuron (Sahat, 2013) 
in [4].  

The protist theory has several phases in how it 
works, and it is necessary to do many studies to 
improve the prediction results and performance of 
the methods contained in machine learning. Protis 
theory is a suitable model in conducting training 
and performance processes. From several studies, it 
is stated that protis has the quality of the training 
process and performance. By modifying this 
method, it can significantly predict time series data. 
The Protis  

algorithm will be modification by several other 
methods, including ANN, which has a good level of 
accuracy, and the Genetic algorithm, which has 
good performance for predicting. So that a new 
method will be producing that will contribute to 
improving performance and a high degree of 
accuracy for predicting. In the methods contained in 
Artificial Intelligent Deep Learning such as SVM, 
[20] a method on a technique for finding a 
hyperplane that can separate two sets of data from 
two different classes.  

Next is the method about Random Forest [21], 
KNN [22], tree[23] [24], [25]and so on. Each 
method has its own advantages and disadvantages. 
So that in this study we can see a comparison of the 
methods we have just developed, namely the Protis 
Neural Network and other Artificial Intelligence 
Methods. In the Classification process, the data will 
be used with the protic Neural Network model. 
Architecture Evolutionary Protis Theory for 
Prediction Method (Protis Algorithm). The protis 
algorithm sees from the way amoeba works to 
divide itself between making it more demanding 
and stronger.[7]. 

The main problem in this study is how to use an 
Artificial Neural Network with a Protis theory 
approach to classify the Dominant Diseases of 
Coastal Communities in North Sumatra, Indonesia 
by developing a Neural Network Algorithm with a 
Protis Neural Network Model Approach to further 
compare the Protis Neural Network Method with 
Artificial neural methods. Other networks, namely 
the classical Neural Network, SVM, Simple K- 
Means, Random Forest and others formulate a new 
model with the approach of Protista theory, 
Probability Theory, and Neural Network 
Algorithms.[8] [26]. 

 So far, the classification research that has been 
done has only looked at the extent to which the 
distribution classification is seen from the 
demographics [9](Shen, 2014) (Achu, 2008) Next 
is GIS-Based Application Design Research to 
Detect Affected Areas (Fernandez, 2015) (Guha-
Sapir et al., 2005) Where The Research Uses 
Logistic Regression Prediction Where The 
Variables Used Are Patient And Environmental 
Conditions. It is clear that to do this, and the 
researcher must consider as much of the available 
data as possible.This research also discusses how to 
develop and implement the Protis Neural Network 
for the classification of Dominant Diseases of the 
Coastal Community and compare it with other 
ANN methods.  

This Theory Has Supporters In Several 
Domains To Provide The Assumption That The 
Cleavage Process Can Make The System Or 
Become Stronger, Faster And Smarter. The Protis 
Neural Netowk Algorithm method is expected to be 
used as one of the better methods to improve 
classification accuracy, increase learning speed and 
testing. This algorithmic method focuses on better 
classification. Then compare the accuracy, learning 
speed, and testing of the protis algorithm with other 
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methods such as KNN, SVM, Naïve Bayes, and 
Random Forest. [10][11][12][13][14][15].  

Furthermore, the problem statement in this 
research is first how to use an Artificial Neural 
Network with a Protis theory approach to classify 
the Dominant Diseases of Coastal Communities in 
North Sumatra, Indonesia by developing a Neural 
Network Algorithm with a Protis Neural Network 
Model.The Second problem Statement is Approach 
to further compare the Protis Neural Network 
Method with Artificial neural methods. Other 
machine learning methods, namely the classical 
Neural Network, SVM, Random Forest and others 
formulate a new model with the approach of 

Protista theory, Probability Theory, and Neural 
Network Algorithms. 

5. RESEARCH HYPOTHESIS 

The first hypothesis in this study is that Artificial 
Neural Network can classify Dominant Diseases of 
Coastal Communities in North Sumatra, Indonesia 
with a significance level of > 90%. The second 
hypothesis is that the protic neural network in this 
case classifies better than other classical machine 
learning methods.  

 

 
6. Proposed methodology  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Proposed Methodology 

 

This research begins with:  

a. Literature Review  
Literature by looking at the development of 
previous studies regarding the classification of 
dominant diseases of coastal communities. 

b. Identification Variable 
The variables that will be used in this case are 
Region, profession, Education, Environment, 

Health Access, Weather, and Disease and 
these variables were determined through 
several previous studies. 

c. Variable Data Collection  
Data were taken from several coastal areas in 
North Sumatra, namely Central Tapanuli, 
Serdang Bedagai and Belawan. Furthermore, 
the data will be preprocessed so that it can be 
analyzed properly.  
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d. Build and develop the Protis Neural Network 
model. 

e. Training process with and testing data by 
dividing the data that is 70% will be used for 
training and 30% for the Testing process. 

f. Data Classification.  
In the Classification process, the data will be used 
with the protic Neural Network model.[27][8] 
[28][29][30] 

Architecture Evolutionary Protis Theory for 
Prediction Method (Protis Algorithm). The protis 
algorithm sees how amoeba works to divide itself 
between making it more demanding and stronger. 

Furthermore, modifications to carry out 
evolutionary changes to Protis theory by having 4 
phases, namely Prophase, by duplicating 
chromosomes, then proceeding with hybrids with 
ANN and genetic algorithms so that the architecture 
is as follows: Furthermore, modifications to do the 
evolution of practice theory by having 4 phases, 
namely Prophase, by duplicating chromosomes, 
then proceeding with those hybridized with ANN 
and Genetic Algorithm to make the architecture as 
follows: 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Architecture Protis Theoy Evolutionary Protis Theory[31] 

Where the eight input variables will be by entering 
into the Protis Algorithm Model, which then in the 
prophetic phase will do a duplicate variable which  
then processes towards the metaphase phase as a 
hidden layer learning, then duplicate again in the 
Anaphase phase and then produce output 
prediction. 
Fase Metafase: Optimization Using Function 
Bipolar or Sigmoid biner. 

(𝑦 = 𝑓(𝑥) =  
ଵ

ଵା௫షഃೣ
)   or  ( 𝑦 = 𝑓(𝑥) =

 
ଵା௫షೣ

ଵା௫షഃೣ
  

……………………………………………………(
2) 
Accept input Xi and distribute the signal to all 
chromosomes in the top layer of each input 
chromosome (Xi, I = 4,5,6,..., n) Generate (hidden 
layer).  The input value for hidden chromosomes 

(Zi, j = 4,5,6,..., p) is computed using the weight 
value: 
𝑧_𝑖𝑛 = 𝑣 +

 ∑ 𝑥𝑣

ୀଵ  ...……………………..(3) 

then perhaps the value of the output is computed 
using the kernel function that was employed.: 𝑧 =

𝑓(𝑧_𝑖𝑛) 
................................................................(4) 
When a basic sigmoid/ Tansig  activation function 
is employed as the activation function, the 
following equation is utilized:  
 
Metafase Optimization Using bipolar or stochastic 

biner functions (𝑦 = 𝑓(𝑥) =  
ଵ

ଵା௫షഃೣ
)   ,( 𝑦 =

𝑓(𝑥) =  
ଵା௫షೣ

ଵା௫షഃೣ
  

………………………………..(5) 
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Each parameter output is sent to all neurons in the 
cell above. Divide the input value by the weight of 
each output chromosome………... (Yk, k = 
4,5,6,..., n): 
𝑦_𝑖𝑛 = 𝑤 + ∑ 𝑧𝑤


ୀଵ

2... ……...…………... 
(6)  
Next, to use the activation function, the output value 
is computed: 𝑦 = 𝑓൫𝑦

൯ …………………. …. 
(7) 
 
Anaphase/Telophase  : Optimization Using 
Function :  

(𝑦 = 𝑓(𝑥) =  
ଵ

ଵା௫షഃೣ
) 2, 

……………………….(8) 
Xn =(Random(0,1)=P<Prob )  …….…………… 
(9)                    

( 𝑦 = 𝑓(𝑥) =  
ଵା௫షೣ

ଵା௫షഃೣ
 )2, (Xn = (Random (0,1) 

=P<Prob)………………………………………..(1
0) 
Then the correction is computed, which is 
subsequently used to update the value. wjk :  
∆𝑤 = (𝛼𝛿𝑧

2)..… 
.…………………………..(11) 

Determine a skew adjustment, which will be used 
to update the value. w0k: ∆𝑤 = 𝛼𝛿 …………… 
(12) 

Determine the adjustment to the weighting factor 
that is being used to renew vij :∆𝑣 = 𝛼𝛿𝑥  

2...… 
….13) 

Additionally, the maximum likelihood function is 
compared, which is used to adjust this result voj : 
∆𝑣 =

𝛼𝛿  
2...……..…...………………..…..…(14) 

Adjusting the probabilities At the chromosome 
result (Yk, k), with the prejudice threshold and 
value (j = 0,..., p) = 4,5,6, ..., m) 
…………………………..(15)                              

are updated: 
wjk (new) = wjk (previous) + 
∆ij…………………….........................................(1
6) 
Vij (new) = Vij (previous) + ∆ij.……… 
…………(17) 
 

Here is a Comparison of Classical Neural Network 
Architectures and Protis Neural Networks. The 
development of the Protis Neural Network Model is 

based on the workings of the Protis amoeba in the 
hidden layer formation architecture system. Here is 
the Architectural comparison:   

 

 

 

 

 

 

 

 

Fig. 3. Architecture Classic Neural Network  

In the Architecture Classic Neural Network, you 
can determine the hidden layer used as a learning 
network. Furthermore, in the Protis Neural 
Network, the network that will form is like an 
amoebic network, namely: 

[𝑦_𝑖𝑛 = 𝑤 + ∑ 𝑧𝑤

ୀଵ

2...…… 

………..….(18) 

Where each hidden layer will continue to be 
multiplied by 2 with the iterations that have been 
determined in a structured manner until a better 
model accuracy is produced.[30][27]. 

 

 

 

 

 

.  

 

Fig. 4. Architecture Protis Neural Network 
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So that the Protis Neural Network Architecture 
model forms a more structured Neural network until 
the network finds the best Neural Network model 
both in classification and Prediction 
implementation. The next steps are: 

g. Comparison with other Artificial Intelligence 
algorithms For comparison and testing is done 
with Classical Neural Network, Logistic 
Regresioan SVM, Random Forest, KNN, 
Naïve Bayes and others 

h. Furthermore, testing the best method by 
looking at the value of Precision, F1, recall 
and others. 

7. RESULT AND DISCUSSION 

 

Figure 5. Result Research  

 

 

 

 

 
Fig. 6. Result Classification Using Protis Neural Network  And Coefision Matrix 
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The results of the classification measurement 

using the Protis Neural Network method. The 
results showed that the dominant disease suffered 
by coastal communities was diarrheal disease. In 
this study, there were differences in the dominant 
disease suffered in previous studies, namely 
hypertension. [18]. Furthermore, the results of this 
study have the same results as those carried out by 
[3]  about the spread of dengue fever in coastal areas 
and research on diarrheal disease that many toddlers 
suffer from in coastal areas caused by 
environmental factors and the health of coastal 
communities so that it reinforces that the dominant 

disease that is mostly suffered by coastal 
communities is diarrheal disease. So that it can be 
used as a recommendation to the government and 
the community to pay more attention to 
environmental factors and public health. 

The best method is the Protis neural network 
with an AUC value of 0.9967, a CA value of 
0.9504, an F1 value of 0.9505, a Precision value of 
0.9523 and a Recall value of 0.9504. This states that 
the Protis Neural Network method is considered 
better than other Deep learning Neural Network 
methods for Categorical data cases.  

 

 

Fig. 7. Result Classification Using Neural Network  And Coefision Matrix 
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Next is the measurement Using Neural Network. 
The measurement results show that the AUC value 
of 0.794, a CA value of 0.574, an F1 value of 0.563, 
a Precision value of 0.567 and a Recall value of 

0.574. it can be seen that the results of the 
classification of the Neural Network Protis Neural 
Network is better than the classification using the  
classical Neural Network. 

 

 

 

 

 

Fig. 8. Result Classification Using Logistic Regression  And Cofision Matrix 
 

In the measurement results for 
classification using Logistic Regression. The 
measurement results show that the AUC value is 
0.747, the CA value is 0.594, the F1 value is 0.567, 

the Precision value is 0.602 and the Recall value is 
0.594. it can be seen that the Protis Neural Network 
classification is better than the classification using 
Logistic Regression.

.  
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 
 
 

Fig. 9. Result Classification Using Tree And Coefision Matrix 
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8. CONCLUSION  

From the results of the study, it can be seen 
that using Data Training and Data Testing where the 

data is divided as much as 70% for Training data 
and 30% for Data Testing where after Classification 
of data is done, then all data is tested using Precision 
Testing and recall and Coefision Matrix. 

 
 
 
 
 
 
 
 
 

Figure 10. Evaluation Result 
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