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ABSTRACT 
 

 In order to improve the efficiency of cloud com- puting task scheduling, the Improved Genetic Algorithm 
(IGA) and the Improved Particle Swarm Optimization (PSO) are integrated into the IGA-IPSO algorithm for 
cloud computing task scheduling. The fitness function is constructed by integrating the three objectives of 
task completion time, task execution cost and virtual machine load balancing to find the optimal solution of 
task scheduling. The particle swarm algorithm is improved and the dynamic inertia weight strategy is used to 
improve the adaptive search of the algorithm. In the early stage of task scheduling, the IGA algorithm is used 
to reduce the solution space, and the Improved PSO is used in the later stage of task scheduling to quickly 
converge to the optimal solution. Simulation experiments show that compared with the other algorithms, this 
algorithm has faster convergence speed and stronger optimization ability. In cloud computing task 
scheduling, it can not only reduce task completion time and execution cost, but also optimize virtual machines 
load. 

Keywords: Cloud, Scheduling, Genetic Algorithm, PSO, Completion Time, Makespan. 
      
1. INTRODUCTION  
 
 The scale of cloud computing infrastructure 
is much larger than that of a single physical device, 
but the virtual resources it provides are still limited. 
In the face of huge cloud tasks, how to efficiently 
allocate subtasks to virtual resources and perform 
reasonable task scheduling has become an issue. To 
address this many attempts took place [1-4]. 
Various previous efforts to solve the task 
scheduling problem in cloud computing have 
mainly focused on the completion time [5-6]. With 
the popularity of the pay-as-you-go model, users 
will also focus on execution costs. For cloud service 
providers, load balancing of virtual machines also 
needs to be considered. Although several classical 
scheduling algorithms are simple to implement, 
they have obvious shortcomings, such as the Min-
Min algorithm [7], the Max-Min algorithm [8] and 
the First In First Out (FIFO) algorithm [9].The first 
two algorithms fail to utilize resources efficiently, 
which easily leads to the problem of load         
imbalance. 
  
 The FIFO algorithm arranges resources in 

the order of task submission. If the tasks submitted 
earlier take up a lot of computing resources, the 
smaller tasks later must wait for a long time. Many 
researchers use heuristic algorithms to solve the 
problem of cloud computing task scheduling. Guol 
et at., [10] proposed a cloud task scheduling scheme 
based on particle swarm algorithm (PSO) to reduce 
the total execution time and task transmission time, 
and proved that PSO runs faster than Genetic 
Algorithm, effectively reducing the task However, 
the PSO may fall into a local optimal solution, 
which may easily lead to a decrease in the solution 
accuracy, thereby increasing the completion time 
and execution cost of the task. Santos E et al., [11] 
uses an improved ant colony algorithm for cloud 
computing resource scheduling, and finds a more 
accurate solution through the accumulation and 
update of pheromone. However, due to the lack of 
pheromone in the initial solution, the solution rate 
is slow, which may occupy a large number of users. 
time, can not well meet the user’s service quality 
requirements. 
 Ding S et al., [12] proposed an adaptive 
parameter Genetic Algorithm based on the earliest 
completion time and PSO. The parameters of the 
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crossover probability are adapted according to the 
current evolution state to promote evolution and 
find a better solution. The disadvantage is that it 
only considers Minimize the completion time, the 
optimization goal is too single. 
 Zhou et al., [13] integrates Genetic 
Algorithm and ant colony algorithm for cloud 
computing task scheduling, which improves the 
efficiency of cloud computing resource schedul- 
ing, but there are many parameters, and the 
programming implementation is more complicated, 
and the load balancing of the cloud system is not 
considered, and the task is too large. Or too much, 
it is easy to cause abnormal operation of the cloud 
system. In order to make up for the shortcomings of 
traditional algorithms for computing task 
scheduling, this paper proposes a hybrid Improved 
Genetic Algorithm – Improved PSO (IGA- IPSO) 
task scheduling algorithms for cloud computing, 
consid- ering three objectives of task completion 
time, execution cost, and cloud system load 
balancing. The algorithm combines the advantages 
of Improved Genetic Algorithm (IGA) and IPSO, 
and uses it in the early stage of task scheduling. The 
IGA is used to reduce the solution space to improve 
the optimization speed. In the later stage of task 
scheduling, the PSO with dynamic inertia weight is 
used to further search and quickly converge to the 
optimal solution. The experimental results show 
that the IGA-IPSO algorithm can effectively reduce 
the completion time, reduce the execution cost and 
balance the load of virtual machines in the cloud 
data center. The main objective of this work is to 
improve completion time, reduce execution cost 
and achieve load balancing. 
 
2. MULTI OBJECTIVE TASK 

SCHEDULING IN CLOUD COMPUTING   
                                                                                                                                                                                                                                 
 Cloud computing uses parallelization 

technology to process a large number of tasks, and 
uses virtualization technology to establish a certain 
number of virtual machines in the data center. 
According to user needs, subtasks are allocated to 
appropriate virtual machines for execution. 
Usually, the Map/Reduce programming model is 
used. Through the two stages of Map and Reduce, a 
large task is divided into many smaller sub-tasks, 
and then assigned to several virtual machines for 
parallel execution, and finally returned operation 
result. This model has good scalability and fault 
tolerance. When a machine goes down, it can 

quickly transfer tasks to another node for running. 
This paper only considers the case where subtasks 
are independent of each other, and the whole task 
scheduling framework can be simplified as Figure 
1. 
Suppose there are t mutually independent tasks, 
such as:    A ={α1, α2, …,αp, } where αi (0 ⩽  i  ⩽  
t)  represents the ith task, and the size of each task 
is SIZEi. It consists of p high-speed interconnected 
virtual machines, such as:             B = {β1, β 2, …, 
βp,} where βj(0 ⩽  ⩽  p)  represents 
 
 

 
 

Fig. 1. Task scheduling framework 
 

the jth virtual machine, and each virtual machine 
has a certain processing capacity MIPSj , using the 
IGA-IPSO algorithm to schedule tasks to p virtual 
machines for non-preemptive execution (t p). 
The calculation formula of the execution time of 
task i on virtual machine j is as follows: 

 
Tij = SIZEi/MIPSj   (1) 
 

The release time RTj of the virtual machine j is 
initialized to 0, and its update formula is as follows: 

 
RTj = RTj + Tij    (2) 

When task i is the first task on virtual machine j, its 
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start execution time is defined as 0, otherwise it is 
defined as the release time RTj of virtual machine j. 

 
STij = RTj    (3) 
 

The completion time of task i is the sum of the start 
execution time and execution time of task i on 
virtual machine j, and its formula is as follows: 

 
FTj = STij + Tij    (4) 
 

The maximum completion time of a task is the 
maximum release time of all virtual machines, and 
its update formula is as follows: 

 
Makespan   = max {RTj  | ∀ βj  ∈ B} (5) 
 
The load balancing of the cloud environment is 
defined as the standard deviation of the release time 
of all virtual machines, and its formula is as follows: 

                                                                                                                                                                   

 𝐿𝐵 = ඨ
ଵ

௉
෍ ൫𝑢 − 𝑅𝑇ఫ̇൯

ଶ
௉

௝ୀଵ
                          (6)    

In the formula 𝑢 =
ଵ

௣
∑ 𝑅𝑇௞

௣
௞ୀଵ i is the 

average value of the release time of all virtual 
machines. The more balanced the use of 
virtual machines in the cloud system, the 
smaller the standard deviation of the virtual 
machine release time, and the smaller the value 
of cloud system load balance. 

Set a certain unit price for the memory, 
bandwidth, proces- sor and storage space of the 
cloud data center, and calculate the execution cost 
by counting the usage of each resource during 
the task scheduling process. 

The scheduling process of cloud tasks is a 
multi-objective optimization problem, so this 
paper defines the fitness function as the weighted 
sum of task completion time, execution cost and 
cloud environment load balancing, which is 
used to measure the performance of cloud 
computing task scheduling. The formula is as 
follows: 

fitness = λ1 ×Makespan + λ2 × LB + λ3 × Cost   
    (7) 

In the formula: λ1 + λ2 + λ3 = 1, the value of 
each weight can be flexibly adjusted according 
to the task requirements. The ultimate goal of 

task scheduling is to minimize the value of the 
fitness function. 

3. HYBRID IGA – IPSO ALGORITHM 
 
3.1 Improved Genetic Algorithm 
Professor John Holland proposed the Genetic 
Algorithm (GA) based on the population evolution 
mechanism in 1975. The algorithm proposes a 
process of natural selection, which will produce 
better solutions with the passage of time, and has 
the characteristics of parallel search and group 
optimization , which is suitable for solving 
problems in large spaces. 
 GA has the disadvantage of not being able to 
retain ”good parents”. No matter how good the 
parent’s chromosomes are, it will not be retained. 
Only crossover mutation operations can be 
performed to generate new individuals. But the new 
individuals are not necessarily better than the 
parents, which may easily lead to insufficient 
solution accuracy. In order to overcome this 
shortcoming, referring to the idea of Genetic 
Algorithm [14], in each iteration process of the 
population, two chromosomes are randomly 
selected as parent chromosomes and their fitness is 
compared, and the parent chromosome with good 
fitness does not do any processing, it only per- form 
improved crossover and mutation operations on 
parent chromosomes with poor fitness. If the fitness 
of the mutated chromosome is better than that of its 
parent chromosome, it and the parent chromosome 
with good fitness are placed on the new population 
as the next generation, otherwise, the original 
population is retained. In this way, the parent 
chromosomes with good fitness in the population 
can be effectively retained, which greatly improves 
the accuracy of the solution. 
 The GA process is shown in Figure 2. First, 
the population is initialized by randomly creating 
chromosomes. Secondly, a selection operation is 
performed according to the fitness value, and some 
chromosomes are selected to create a new popula- 
tion. Then, two parent chromosomes are randomly 
selected for improved crossover operation. 
Randomly intercept a gene crossing point i on the 
parent chromosome, and replace the 1st to i gene 
segments with the corresponding positions of the 
parent chromosome with poor fitness. The new 
gene replaces the original gene. Finally, the fitness 
of the chromosome is calculated. If the fitness of the 
mutated child chromosome is better, it will replace 
the parent chromosome with poor fitness and put it 
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on the new population, otherwise, the two parent 
chromosomes still placed on the new species. The 
whole process continues until the termination 
condition is met, and the chromosome with the best 
fitness is selected as the optimal solution. 
 

 
 

Fig. 2. Improved GA Process 
 

3.2 Improved Particle Swarm Optimization 
 

3.2.1 Standard Particle Swarm Optimization: 
Particle swarm optimization (PSO) [15] is an 
optimization algorithm based on swarm 
intelligence. The particles in the algorithm are 
similar to the flocks of birds flying in the process 
of searching for food. The information of each 
flock is shared, and they always search for the bird 
closest to the food. In the surrounding area, search 
for food based on flying experience. The design 
idea of PSO is based on this information sharing 

mechanism, and the position of each particle at 
any time is affected by the individual best position 
and the global best position in the problem space. 
The performance of the particles in PSO can be 
measured by the fitness function, and the particles 
are optimized in each iteration according to the 
fitness value to judge the quality of the particles. 
In order to describe the particle swarm algorithm, 
the relevant parameters are defined in Table 1. The 
update formulas of particle velocity and position 
in the algorithm are as follows: 
 

Table 1: Definition  Of  Related  Parameters Of 
Particle  Swarm Optimization 

Paramete
r 

Definition 

vk 
i the velocity of particle i at k iterations 

vk+1 
i The velocity of particle i at iteration k+1 
ω inertia weight 
cj acceleration coefficient; j=1,2 

randi random number between 0 and 1; i=1,2 
xk 
i The current position of particle i at iteration k times 

xk+1 
i The position of particle i at iteration k+1 

pbesti The best position of particle i 
gbest The global best position of the particle in the 

population 

 
 

𝑣௜
௞ାଵ = 𝜔 × 𝑣௜

௞ + 𝑐ଵ × 𝑟𝑎𝑛𝑑1 × ൫𝑃௕௘௦௧𝑖 − 𝑥௜
௞൯ +

𝑐ଶ  ×   rand2 x  ൫𝑔௕௘௦௧𝑖 − 𝑥௜
௞൯          (8)                                    

 
        𝑥௜

௞ାଵ = 𝑥௜
௞ + 𝑣௜

௞ାଵ                               (9) 
                                

The right side of Equation (8) can be divided into 
three     parts: 1) ”Inertia”, that is, the particle’s 
speed experience in the previous iteration; 2) 
”Self-awareness”, which represents the distance 
between the particle’s current position and its 
own optimal position; 3. ) ”swarm experience”, 
which represents the distance between the 
particle’s current position and the overall best 
position of the population. PSO does not have the 
crossover and mutation operations of GA, and 
needs to set fewer parameters. The programming 
is simple and the convergence speed is fast, 
which can be used to speed up the solution speed. 
 

3.2.2 Particle Swarm Optimization with 
Dynamic Inertial Weights:  

The value of inertia weight ω affects the 
performance of PSO. A larger value of ω is 
beneficial to the global search and can speed up 
the solution; a smaller value of ω is beneficial to 
the local search and can improve the accuracy of 
the solution. The fixed value of the inertia weight 
in the standard PSO is not conducive to the 
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balance between the global search and the local 
search during the operation of the algorithm. 
 

In the early stage of PSO operation, the 
particles are relatively scattered and have good 
diversity. At this time, a large inertia weight value 
should be maintained to enhance the global 
search ability of the algorithm; in the later stage 
of the algorithm operation, the particles are more 
and more concentrated. The inertia weight value 
should be kept small to improve the local search 
ability of the algorithm. Many algorithms set the 
inertia weight to decrease linearly with the 
increase of the number of iterations, which 
improves the performance of the algorithm to a 
certain extent, but the effect of the linear decrease 
strategy is not ideal for dynamic systems. 
Therefore, a dynamic inertia weight strategy that 
decreases nonlinearly with the number of 
iterations is proposed, and its mathematical 
formula is described as: 

 

𝜔 = 1 − ቀ𝛼ଵ − 𝜔 max  ×  𝑒
ଵି୬

୒
+ 𝛼ଶ ×

𝜔௠௜௡ × lg(𝑛) − 𝛼ଷ ×
ேି௡

ே
ቁ                        (10) 

 
In the formula: ωmax represents the maximum 

value of the inertia weight; ωmin represents the 
minimum value of the inertia weight. n is the 
current number of iterations. N is the maximum 
number of iterations. With a larger weight value, 
the global search is strengthened to speed up the 
solution. In the later stage of the algorithm, the 
weight value is rapidly reduced, and the local 
search is strengthened, thereby improving the 
accuracy of the solution. 

 
 

 
3.3 Hybrid IGA-IPSO Algorithm 

In this paper, Improved GA and Improved PSO 
are com- bined to form a hybrid IGA-IPSO for 
cloud computing task scheduling. In the early 
stage of task scheduling, IGA is used to process 
the initial population. Because GA needs to train 
for the long period proposes that only a small 
number of iterations are needed to      narrow the 
solution range, and there is no need to find a more 
accurate solution. In the later stage of task 
scheduling, using  the advantages of PSO to 
quickly converge to the optimal solution, the 
improved PSO is used to further optimize the 
solution generated in the previous stage to find 
the optimal solution. 

GA has the advantages of strong global 
search ability, which can greatly reduce the 
solution range, improve the accuracy of the 
solution, and avoid the PSO falling into the local 
optimal solution when further optimizing the 
solution. The advantage of PSO to quickly 
converge to the optimal solution reduces the time 
of cloud computing task scheduling and makes up 
for the shortcoming that GA takes a long time to 
find an accurate solution. 

Before GA-PSO algorithm is used for 
cloud computing task scheduling, it is necessary 
to establish the corresponding relationship 
between the solution of cloud computing task 
scheduling and the chromosomes and particles in 
the algo- rithm. Suppose the cloud system has 8 
tasks and 3 virtual machines. In the GA stage, 
each chromosome consists of some genes 
representing virtual machines. The length of the 
chromosome is equal to the number of cloud 
tasks. In this stage, the length of the chromosome 
can be defined as 8, and the gene type is 3. In the 
stage of using the improved PSO, the particle is 
the task to be assigned, the dimension of the 
particle is the number of tasks to be assigned, and 
the value of each dimension assigned to the 
particle is the virtual machine number. In this 
stage, the dimension of the particle can be defined 
as 8. The value of the dimension can only take 0, 
1 or 2. 
 

Figure 3 shows this correspondence, 
which can represent both a chromosome and a 
particle. When representing a chromosome, the 
value of the 0th gene is 1, which means that task 
0 is assigned to virtual machine 1; the value of the 
third gene is 2, which means that task 3 is 
assigned to virtual machine 2. When represented 
as a particle, the value of the first dimension is 0. 
which means that task 1 is assigned to virtual 
machine 0; the value of the seventh dimension is 
2,which means that task 7 is assigned to virtual 
machine 2. 
 

 
Fig. 3. Chromosome 

 The process of IGA-IPSO algorithm for 
cloud computing task scheduling is shown in Figure 
4. 

 
The execution steps are summarized as follows. 

1) Generate a random population and specify the 
number of iterations. The population represents 
a series of solutions for task scheduling, and 
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each solution is the distribution of cloud tasks 
on available virtual machines. 

2) Use IGA to narrow the solution range. The 
solution of cloud computing task scheduling is 
called chromosomes here. Through IGA 
operators (ie selection, crossover, mutation), 
chromosomes with better fitness are retained in 
each iteration, and the obtained Chromosomes 
are passed to the modified PSO.  

3) The solution is further optimized using the 
modified PSO, the chromosomes from the IGA 
are called par- ticles, and the particles are 
gradually enhanced by Eqs. (8)-(10) in each 
iteration 

4)  According to formula (7), select the particle   
with the best fitness as the solution of cloud 
computing task scheduling. 
 

 
 

Fig. 4. IGA-IPSO Algorithm flow 

Table 2: Parameters  of  the  algorithm 
 

Parameter Value Description 
P 1000 Population size 
M 50 GA iterations 
N 100 Improved PSO iterations 
crossover 1 single point crossover 

mutationRate 0.015 Variation rate 

ωmax 0.95 Maximum value of inertia 
weight 

ωmin 0.3 Minimum value of inertia 
weight 

α1 0.13 Control factor 
α2 0.1 Control factor 
α3 0.2 Control factor 
c1 0.8 acceleration coefficient 
c2 0.8 acceleration coefficient 
rand (0,1) random number from 0 to 

1 
α1, α2 0.2 Makeup time and load 

balancing weights 
$\alpha {3} 0.6 Weight of execution cost 

 
4. SIMULATION RESULTS AND 

PERFORMANCE ANALYSIS 
 
4.1 Experimental environment and parameter 

settings 
In order to evaluate the performance of the IGA-
IPSO algorithm, the CloudSim [16] cloud 
simulation platform de- veloped by the University 
of Melbourne was used. CloudSim supports the 
research and development of cloud computing, and 
algorithms written by users can be tested and run on 
this platform, reducing the time and cost of building 
a cloud platform. The simulation experiment in this 
paper uses the IGA-IPSO algorithm for cloud 
computing task scheduling and compares it with the 
existing cloud task scheduling algorithms, which 
are IGA and IPSO. 
In the experiment, the three algorithms were run 22 
times respectively, the maximum and minimum 
values of the experi- mental results were removed, 
and the average of the remaining 20 experimental 
results was taken as the effective comparison data. 
The relevant parameter settings in the algorithm are 
shown in Table 2. 
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4.2 Performance Analysis 
 

Figure 5 shows the optimization effect of the three 
algo- rithms for cloud computing task scheduling, 
and the number of tasks is set to 500. It can be seen 
that the optimization effect of IGA and IPSO for 
cloud computing task scheduling is general, and 
they fall into the local optimum prematurely. The 
fitness of the IGA-IPSO algorithm has not changed 
for a period of time, and may fall into the local 
optimum, but with the increase of the number of 
iterations, they can quickly jump out of the local 
optimum, and can quickly find the optimal solution. 
The final fitness of the IGA-IPSO algorithm in this 
paper is the lowest, the optimization effect is the 
best, and it has a strong global search ability. 
 
 Figures 6 and 7 show the comparison effect 
of the completion time and execution cost of the 
three algorithms under small-scale tasks, and the 
number of tasks is set to 20, 40, 60, 80, and 100. 
 

 
Fig. 5. Optimization curves of algorithms for Task 

Scheduling in Cloud. 
 

Fig. 6. Completion time of algorithms for small-scale 
tasks 

 
Fig. 7. Execution costs of algorithms for small-scale 

tasks 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Completion time of algorithms for large-scale 
tasks 
 
 
 
 
 

Fig. 9. Execution costs of algorithms for large-scale 
tasks 
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It can be seen from Figure 6 that IGA and IPSO will 
spend more time for cloud computing task 
scheduling. When the number of tasks increases, 
the completion time of IGA increases the fastest. 
Overall, the completion time of the IGA-IPSO 
algorithm is lower than that of other algorithms. 
This result is because the proposed IGA is iterative. 
In the process, the parent chromosome with good 
fitness is retained, the accuracy of understanding is 
improved, and the solution can be converged in a 
better way. It can be seen from Figure 7 that the 
execution cost of IGA is the highest, which may be 
due to the ”premature” convergence; the execution 
cost of IGA- IPSO algorithm for small-scale task 
scheduling is less. The difference is because the 
proposed hybrid algorithm mainly relies on PSO to 
converge the solution to the optimal solution, and 
the smaller the task scale, the smaller the difference. 
 
 Figures 8 and 9 show the comparison effect 
of the completion time and execution cost of the 
three algorithms under large-scale cloud tasks, and 
the number of tasks is set to 200, 400, 600, 800, and 
1000. It can be seen from Figure 8 that when 
scheduling large-scale cloud tasks, the IGA- IPSO 
algorithm have great advantages in terms of 
completion time. As the task scale increases, the 
completion time of the IGA-IPSO algorithm is 
significantly lower than that of others. This is 
because the scale of the task becomes larger, and the 
initial population generated is more random. In the 
early stage of the IGA-IPSO algorithm, more 
excellent parent chromosomes can be retained, 
which greatly improves the accuracy of 
understanding. It can be seen from Figure 9 that in 
terms of execution cost, when the task is scheduled, 
the larger the task scale, the more obvious the 
advantage of the IGA- IPSO algorithm. This is 
because the improvement of PSO with dynamic 
inertia weight effectively balances the global search 
ability and local search ability of the algorithm, and 
can find a more suitable solution. 
 
 Figure 10 shows the comparison effect of 
virtual machine load balancing when the three 
algorithms are used for cloud computing task 
scheduling, and the number of tasks is set to 20, 80, 
200, and 1000. It can be seen that the load balancing 
effect of the IGA-IPSO algorithm is much better 
than that of the IGA and IPSO. 
 
 

 
Figure 10 Shows The Comparison Effect Of Virtual 

Machine 
 

. This is because the IGA-IPSO algorithm uses 
the three goals of task completion time, execution 
cost, and cloud system load balancing as the basis 
for the selection of virtual machines during task 
execution. Always choose the most suitable virtual 
machine to perform the task, rather than just 
focusing on the processing power of the virtual 
machine, this may select a virtual machine with less 
processing power to handle the cloud task and slow 
down the overall execution speed of the cloud task 
(i.e. increase the completion time), but there will be 
improvements in other areas, such as a more 
balanced virtual machine load and lower execution 
costs. The value of each weight in the fitness 
function can be adjusted flexibly to meet the needs 
of different aspects. 
 
 The scheduling performance of the IGA-
IPSO algorithm is better than the GA-PSO 
algorithm of the same idea in terms of completion 
time, execution cost and virtual machine load 
balancing effect. It can be seen that the 
improvement of GA and PSO has improved the 
performance of cloud computing task scheduling. 
The proposed algorithm is tested for only small 
scale and large scale tasks and could not consider 
medium scale tasks. Further this work is limited to 
only task completion and cost. 
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5. CONCLUSION 
 

In view of the advantages and disadvantages of IGA 
and IPSO, this paper combines IGA and Improved 
PSO into IGA- IPSO algorithm for cloud 
computing task scheduling. The algorithm fully 
considers the three goals of completion time, 
execution cost and cloud system load balancing, 
which reflect the user’s service quality, and 
establishes a fitness function based on these goals 
as the basis for the selection of virtual machines 
when the algorithm runs. The simulation results 
show that the IGA-IPSO algorithm is superior to the 
IGA and IPSO algorithms in terms of completion 
time, execution cost and load balancing, which can 
meet the service quality requirements of users and 
effectively improve the efficiency of cloud 
computing task scheduling. 
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