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ABSTRACT 
 

Liver fibrosis stage prediction in chronic hepatitis B virus (HBV) infected patients is vital. Liver biopsy is 
the reference style and gold standard to evaluate fibrosis stage but with many drawbacks. Therefore, using 
noninvasive methods are better alternatives. In this study, seven clinical laboratory parameters of 235 
chronic HBV Egyptian patients with Hepatitis B virus were collected from HBV clinic at National Liver 
Institute that belongs to Menoufia University in Egypt. The aim of this study is to experiment multiple 
machine-learning methods based on clinical parameters to build efficient classification models that predict 
two liver related issues: the fibrosis stage and cirrhosis of liver in chronic HBV Egyptian patients. Also, 
attribute selection methods were applied to reduce the dimensionality and find the most relevant 
parameters. For fibrosis stage prediction, a classification model based on Logistic Regression achieved 
AUROC of 0.991 and accuracy of 93.61%. Besides, using only four parameters selected as the most 
relevant, AUROC of 0.971 and accuracy of 95.74% were achieved. For cirrhosis of liver prediction, a 
classification model based on Logistic Regression and cost sensitive with penalty of 2 achieved AUROC of 
0.936 and accuracy of 91.49%. Besides, using only three parameters selected as the most relevant, AUROC 
of 0.92 and accuracy of 85.11% were achieved.  The classification models outperformed noninvasive 
index-based method, FIB-4 that depends on four clinical parameters, in both fibrosis stage and liver 
cirrhosis prediction in chronic HBV Egyptian patients. 

Keywords: Machine-Learning; Attribute Selection; Chronic HBV; Fibrosis; Cirrhosis; FIB-4. 
 
1. INTRODUCTION 
 

Hepatitis is a liver tissue inflammation. 
Hepatitis B virus (HBV) is one of the reasons of 
hepatitis. It can lead to hepatic fibrosis, cirrhosis 
and sometimes to hepatocellular carcinoma [1]. 
According to [2] more than 350 million people in 
the world are chronically injured with HBV. Early 
accurate assessment of hepatic fibrosis in chronic 
HBV patients is essential to start treatment early 
with appropriate therapy. 

  
For many reasons, the liver biopsy is the 

standard way of measuring liver fibrosis. Firstly, it 
has superior quality and accuracy. Secondly, it has 
a standardized interpretation. Thirdly, it serves as a 
reference standard, and it is widely accepted [3]. 
However, it has a lot of limitations. It is invasive, 

susceptive to error in sampling, costly and difficult 
to be repeated [4-6]. Due to these limitations, the 
noninvasive alternative methods are very important 
to avoid the drawbacks of liver biopsy. These 
noninvasive methods have many advantages. They 
are safe, easy to perform, inexpensive and can be 
repeated.  

There are two types of noninvasive 
methods. The first type is based on clinical 
parameters and blood tests such as fibrosis-4 index 
(FIB-4), the aspartate aminotransferase to platelet 
ratio index (APRI) and Fibrotest [7-9]. Some 
examples of clinical parameters and blood tests that 
used in this type are alanine aminotransferase 
(ALT), aspartate aminotransferase (AST) and 
platelet count (PLT). The second type is depending 
on techniques of liver imaging such as transient 
elastography [10][11].  



 
Journal of Theoretical and Applied Information Technology 

30th September 2022. Vol.100. No 18 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
5703 

 

 
      The purpose of this study is to build an 

efficient classification model using machine 
learning methods to predict the fibrosis stage and 
cirrhosis of liver in chronic HBV Egyptian patients 
based on clinical laboratory parameters. Multiple 
machine learning were experimented to 
differentiate moderate from advanced fibrosis. 
Besides,  they were experiemented to differentiate 
between non-cirrhosis and cirrhosis stage. A 
preprocessing steps were applied to the dataset such 
as removing almost empty patient records and 
dealing with missing values. In addition, attribute 
selection methods were applied to reduce the 
dimensionality and find the most relevant 
parameters. Then, machine learning methods were 
experimented using only those most relevant 
parameters. The results were compared to an index-
based noninvasive method. The following sections 
of the paper are organized as follows: Section 2 
introduces the related work, Section 3 presents 
material and methods, Section 4 introduces 
experiments and results, and finally the discussion 
and conclusion are stated in section 5 and 6, 
respectively. 
 
2. RELATED WORK 

 
In recent years, machine learning has been 

used in medical field for classification, prediction 
and diagnosis such as liver fibrosis stage prediction 
[12-17]. Many of researchers used machine 
learning methods to predict the fibrosis stages of 
liver and to discriminate between them in hepatitis 
B virus infected patients. Wang et al. [12] used 
three layers of Neural Network (Bayesian learning) 
based on serum and routine markers, such as age, 
AST, PLT and gamma-glutamyltransferase (GGT). 
They were the most important factors in the 
predictive model, to predict the significant fibrosis 
stages in chronic hepatitis B (CHB) patients. They 
achieved AUROC in training, validation and testing 
of 0.883, 0.884 and 0.92, respectively. Cao et al. 
[13] used seven clinical parameters, including age, 
ALT, AST, PLT, prothrombin time (PT), 
hemoglobin (HGB), and red cell distribution width 
(RDW), for building MLP classifier to discriminate 
between liver cirrhosis (LC) and non-LC cohort. 
They achieved an overall accuracy of 89.9% on test 
dataset. Wei et al. [16] used gradient boosting (GB) 
with four (age, ALT, AST and PLT) and six (age, 
ALT, AST, PLT, ALB and GGT) parameters to 
discriminate between early and advanced fibrosis 
and between fibrosis and cirrhosis. They achieved 
results better than FIB-4. Naiping et al. [17]  

established four machine learning methods 
(Random Forest Classifier (RFC), Decision Tree 
Classifier (DTC), Logistic Regression Classifier 
(LRC) and Support Vector Classifier (SVC)) using 
serum markers for liver fibrosis severity assessment 
(≥F2, ≥F3, F4). The results show that the RFC with 
9 parameters (age, ALT, AST, GGT, Cre, WBC, L, 
PLT and INR) is feasible to assess severity for liver 
fibrosis with accuracy more than 83%. Due to the 
limited accuracy results and the large number of 
parameters included in classification, this study 
aims to propose an efficient classification model 
based on machine learning to improve the 
prediction of liver fibrosis stages and cirrhosis in 
chronic HBV Egyptian patients based on the most 
relevant clinical parameters. 

 
3. MATERIALS AND METHODS 

 
3.1. Data Preparation and Preprocessing 

An HBV dataset was collected from HBV 
clinic at National Liver Institute that belongs to 
Menoufia University in Egypt from June 2016 to 
December 2019. The dataset consists of 282 
instances. As a data cleaning step, 38 patients who 
had other diseases such as chronic hepatitis C virus 
(HCV) infection or hepatocellular carcinoma 
(HCC) were excluded. Patients who consumed 
alcohol almost daily should be excluded, but 
Egyptians rarely consume alcohol. Besides, 9 
patients that have almost empty data were excluded. 
Thus, the final number of patients was 235. 
 

Seven clinical laboratory parameters 
(features) were recorded including age, sex, 
aspartate aminotransferase (AST), alanine 
aminotransferase (ALT), total leucocytes count 
(TLC), polymerase chain reaction (PCR) 
quantitative level for DNA HBV, platelet count 
(PLT). 
       

There were some missing data in some 
parameters. Regarding AST, there were 2 missing 
values representing 0.85% of the dataset. There 
were 38 missing values in TLC parameter 
representing 16.2% of the dataset. Regarding PLT 
parameter, there were 31 missing values 
representing 13.2% of the dataset. Expectation-
maximization (EM) imputation techniques were 
used to deal with missing values using SPSS 
software [18][19]. According to the METAVIR 
system, the stages of liver fibrosis are scaled from 
F0 to F4 [12][20]. In order to differentiate moderate 
from advanced fibrosis, (F0-F2) reflected mild or 
moderate fibrosis and (F3 and F4) reflected 
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advanced fibrosis. To differentiate any fibrosis 
stages from cirrhosis of liver, (F0-F3) were 
considered as fibrosis and (F4) were considered as 
cirrhosis. 
 

The clinical characteristics of patients’ 
data in this study for the differentiation between 

moderate and advanced fibrosis and for the 
differentiation between non-cirrhosis and cirrhosis 
of liver were summarized in Table 1 and Table 2, 
respectively. SPSS software version 23.0 (SPSS 
Inc., Chicago, IL, USA) was used for all statistical 
analysis on the dataset. The data were viewed as 
mean ± standard deviation (SD). 

Table 1: Clinical characteristics of the patients’ dataset 
for differentiation between moderate and advanced 

fibrosis 

 
Table 2: Clinical characteristics of the patients’ dataset 
for the differentiation of non-cirrhosis and cirrhosis of 

liver 
Item Non-cirrhosis Cirrhosis 

Number of 
patients 

197 38 

Gender 
(male/female) 

(119/78) (22/16) 

Age (years) 36.4 ± 9.5 48.5 ± 9.8 
HBV DNA level 
(IU/ml) 

16472974 ± 
90463091 

5581317 ± 
21084668 

AST (U/L) 31.7 ± 22 50.1 ± 33.4 
ALT (U/L) 39.2 ± 34.4 57.8 ± 60.4 
TLC (109/L) 6.7 ± 1.7 6.3 ± 1.6 

PLT (109/L) 214.1 ± 46.6 181.4 ± 48.6 

 
3.2. Classification Models Construction and 

Attribute Selection 
 

In the case of discriminating between mild 
or moderate and advanced fibrosis, three machine 
learning methods were experimented to build the 
classification model using the training dataset. The 
three methods were Random Forest (RF) [21][22], 
Logistic Regression (LR) [23] and the third one is 
combination of RF and Logistic, which is called 
Vote [24]. But in the case of discriminating 
between non-cirrhosis and cirrhosis the situation 
was different. That is because the ratio between the 
two classes is relatively large (83.8%: 16.2%) 
unlike the first case where the ratio between the two 
classes (moderate and advanced) is (70.6%: 

29.4%). The dataset was considered imbalanced. 
Therefore, Cost Sensitive approach was used [25-
28]. It depends on making penalty of wrong 
prediction of minority class more than of majority 
class based on Logistic Regression and Random 
Forest with different penalties. 
 

Besides, two attribute selection methods 
were experimented to reduce the dimensionality 
and find the most relevant parameters. The first 
method is Information Gain (IG) Attribute 
Evaluation that assesses the value of an attribute by 
measuring the information gain in relation to the 
class [29], which is calculated using equation (1):  

IG (Class, Attribute) = H (Class) – H (Class | 
Attribute)    (1) 

Where: H (Class) is the entropy of the class and H 
(Class | Attribute) measures the entropy of attribute 
by contributing to class. 
 

The second method is Gain Ratio (GR) 
Attribute Evaluation that assesses the value of an 
attribute by measuring the gain ratio in relation to 
the class [29], which is calculated using equation 
(2):   
     GR (Class, Attribute) =  
               IG (Class, Attribute) / H (Attribute)   (2) 
Where: H (Class) is the entropy of the attribute. 
 

Each model was constructed again after 
applying each attribute selection method using the 
training dataset with only the selected as most 
relevant parameters. Then, the results were 
compared. The classification model with the 
highest result was compared with noninvasive 
method, FIB-4 [8] with two cutoff values. Equation 
(3) is used to calculate FIB-4: 

 

FIB-4 =        (3)  

Where Age, AST, PLT, and ALT are clinical 
laboratory parameters. 

 
 
 
 

Age(years)* AST (U / L)

PLT(109 / L)* ALT(U / L)

Item 
Moderate 
Fibrosis 

Advanced 
Fibrosis 

Number of 
patients 

166 69 

Gender 
(male/female) 

(95/71) (46/23) 

Age (years) 35 ± 8.5 46.4 ± 10.6 
HBV DNA 
level (IU/ml) 

9425648 ± 
93309238 

3371133 ± 
15796682 

AST (U/L) 29.4 ± 19.6 47.3 ± 31.7 

ALT (U/L) 37.8 ± 35.8 52.6 ± 47.9 

TLC (109/L) 6.8 ± 1.6 6.1 ± 1.7 

PLT (109/L) 220.7 ± 42 180.1 ± 50.7 
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4. EXPERIMENTS AND RESULTS 
 
For differentiation between moderate and 

advanced fibrosis, the dataset was divided into two 
classes. The first class was for mild or moderate 
stage (M) and consists of 166 patients representing 
70.6% of the dataset. The second class was for 
advanced stage (A) and consists of 69 patients 
representing 29.4% of the dataset. For the 
differentiation of non-cirrhosis and cirrhosis of 
liver, the dataset was divided into two classes. The 
first class was for non-cirrhosis class (F), which 
consists of 197 patients representing 83.8% of the 
dataset. The second class was for cirrhosis class 
(C), which consists of 38 patients representing 
16.2% of the dataset.  

 
The dataset was split into 80% for training 

dataset and 20% for test dataset keeping the same 
ratio between the two classes. Therefore, in the case 
of fibrosis stage prediction, the training dataset 
consisted of 132 patients for mild or moderate class 
and 56 patients for advanced class. The test dataset  
consisted of 34 patients for mild or moderate class 
and 13 patients for advanced class. In the case of 
cirrhosis prediction, the training dataset consisted 
of 158 patients for non-cirrhosis class and 30 
patients for cirrhosis class. The test dataset 
consisted of 39 non-cirrhosis patients and 8 
cirrhosis patients. 

 
Waikato Environment for Knowledge 

Analysis (WEKA) version (3.9.3) was used to build 
and evaluate each classification model with 10-fold 
cross-validation to avoid over fitting [13][30][31]. 
WEKA is also used to apply both attribute selection 
methods. The evaluation measures used to evaluate 
and compare the classification models are accuracy 
(ACC), sensitivity (SE) and area under receiver 
operating characteristic curves (AUROC).  

 

4.1. Differentiation between Mild or Moderate 
Fibrosis Stage (F0-F2) and Advanced 
Fibrosis Stage (F3 And F4) 

 
The training dataset was used to construct 

three models based on three supervised machine-
learning methods: Random Forest (RF), Logistic 
Regression (LR) and Vote (RF+LR). Then, the 
models were evaluated using the test dataset to 
measure their performance. The results are shown 
in Table 3 and Figures 1 and 2. Using the test 
dataset, the model that achieved the highest results 
in differentiating between the two classes was 
Logistic Regression based classification model. It 
achieved AUROC of 0.991, accuracy of 93.61% 
and sensitivity of 0.936 (0.971 for moderate fibrosis 
class and 0.846 for advanced fibrosis class). This 
means that the best way to differentiate between the 
two classes was linear separation more than any 
other method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3: Results of fibrosis stage prediction using seven clinical laboratory parameters 

 
 
 
 
 
 
 
 
 
 
 

Classifier 
Fibrosis 

Stage 
Accuracy Sensitivity AUROC 

LR 
M 

93.61% 
0.971 

0.936 0.991 
A 0.846 

RF 
M 

85.11% 
0.882 

0.851 0.928 
A 0.769 

Vote (RF + LR) 
M 

89.36% 
0.912 

0.894 0.973 
A 0.846 
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Figure 1: Comparison of classification models using 
seven clinical laboratory parameters in terms of 

accuracy for fibrosis stage prediction 
Figure 2: Comparison of classification models using 

seven clinical laboratory parameters in terms of AUROC 
for fibrosis stage prediction 

 
Then, two attribute selection methods were 

applied: Information Gain (IG) Attribute Evaluation 
and Gain Ratio (GR) Attribute Evaluation on 
training dataset. According to the relation values of 
all parameters with class, the number of parameters 
that showed the best relationship with class was 
reduced to four: Age, AST, ALT and PLT, as 
shown in Table 4.  

 
Table 4: The relation values of the seven parameters with 

class in case of fibrosis stage prediction 

Parameter 
Gain Ratio (GR) 

Attribute 
Evaluation 

Information Gain 
(IG) Attribute 

Evaluation 

AST 0.20425 0.14614 

Age 0.14814 0.13296 

ALT 0.10796 0.08475 

PLT 0.10321 0.10267 

Sex 0.00475 0.0046 

HBV DNA 
level 

0 0 

TLC 0 0 

 
 
 
 
 
The three models were constructed with 

only the four parameters. The results were shown in 
Table 5 and Figures 3 and 4. Using only four 
parameters, the highest results achieved by Logistic 
Regression based classification model as with using 
all parameters as expected. It achieved AUROC of 
0.971, accuracy of 95.74% and sensitivity of 0.957 
(1 for moderate fibrosis class and 0.846 for 
advanced fibrosis class) However, the classification 
model achieved better results using the seven 
clinical parameters. 
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A
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1
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(LR+RF)

A
U

R
O

C

Classification Model

Table 5: Results of fibrosis stage prediction using the selected four clinical 
laboratory parameters (Age, AST, ALT and PLT) 

Classifier 
Fibrosis 

Stage 
Accuracy Sensitivity AUROC 

LR 
M 

95.74% 
1 

0.957 0.971 
A 0.846 

RF 
M 

85.11% 
0.882 

0.851 0.854 
A 0.769 

Vote (RF + LR) 
M 

89.36% 
0.941 

0.894 0.934 
A 0.769 
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Figure 3: Comparison of classification models using four 
clinical laboratory parameters in terms of accuracy for 

fibrosis stage prediction  

 

 
Figure 4: Comparison of classification models using four 
clinical laboratory parameters in terms of AUROC for 
fibrosis stage prediction 

 

4.2. Differentiation between Non- Cirrhosis (F0-
F3) and Cirrhosis (F4) of Liver 

 
As mentioned before, the ratio between the 

two classes in the training dataset is relatively large 
(83.8%: 16.2%). Therefore, Cost Sensitive (CS) 
Classifier was used with three different penalty 
values (2,3 and 5). Two machine learning methods 
were applied: Logistic Regression (LR) and 
Random Forest (RF). The models were evaluated 
using the test dataset. The results are shown in 
Table 6 and Figures 5 and 6. In this study, the Cost 
Sensitive Classifier model with Logistic Regression 
using penalty value of 2 achieved the best results 
(AUROC = 0.936, accuracy = 91.49% and 
sensitivity = 0.915 (0.923 for non-cirrhosis class 
and 0.875 for cirrhosis class)). This means that the 
best way to differentiate between the mild or 
moderate and advanced fibrosis was linear 
separation more than any other method. 
 
 
 
 
 
 
 
 
 

 
 

Table 6: Results of liver cirrhosis prediction using seven clinical laboratory parameters 
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Classifier 
Fibrosis 

Stage 
Accuracy Sensitivity AUROC 

LR 
F 

85.11% 
0.923 

0.851 0.936 
C 0.500 

LR and CS (2) 
F 

91.49% 
0.923 

0.915 0.936 
C 0.875 

LR and CS (3) 
F 

87.23% 
0.846 

0.872 0.923 
C 1.000 

LR and CS (5) 
F 

76.59% 
0.718 

0.766 0.917 
C 1.000 

RF 
F 

82.98% 
0.949 

0.830 0.893 
C 0.250 

RF and CS (2) 
F 

87.23% 
0.923 

0.872 0.888 
C 0.625 

RF and CS (3) 
F 

89.36% 
0.897 

0.894 0.891 
C 0.875 

RF and CS (5) 
F 

76.59% 
0.744 

0.766 0.886 
C 0.875 
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 Figure 5: Comparison of classification models using seven clinical laboratory parameters in terms of 

accuracy for liver cirrhosis prediction 

 
Figure 6: Comparison of classification models using seven clinical laboratory parameters in terms of AUROC for liver 

cirrhosis prediction 

 
 Then, the two attribute selection 

methods mentioned before were applied on the 
training dataset. According to the relation values 
of all parameters with class, the number of 
parameters that showed the best relationship with 
class was reduced to three: Age, AST, and PLT, 
as shown in Table 7. 

 
 Table 7: The relation values of the seven 

parameters with class in case of cirrhosis prediction 
 

The models were constructed with only 
the three parameters selected as the most 
relevant. The results are shown in Table 8 and 
Figures 7 and 8. Using only three parameters, the 
highest results were achieved by Cost Sensitive 
Classifier with Logistic Regression and penalty 
value of 2. It showed higher results than other 
classifiers using test dataset (AUROC = 0.92, 
accuracy = 85.11% and sensitivity = 0.851 
(0.872 for non-cirrhosis class and 0.750 for 
cirrhosis class). 
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Parameter 
Gain Ratio (GR) 

Attribute Evaluation 
Information Gain (IG) 
Attribute Evaluation 

AST 0.119843 0.117632 

Age 0.096109 0.092276 

PLT 0.065158 0.064817 

Sex 0.000467 0.000445 

ALT 0 0 

HBV DNA 
level 

0 0 

TLC 0 0 
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Table 8: Results of liver cirrhosis prediction using the selected three clinical laboratory parameters (Age, AST and 

PLT) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 Figure 7: Comparison of classification models using three clinical laboratory parameters in terms of 

accuracy for liver cirrhosis prediction 

 

 
Figure 8: Comparison of classification models using three clinical laboratory parameters in terms of AUROC for liver 

cirrhosis prediction 
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Classifier 
Fibrosis 

Stage 
Accuracy Sensitivity AUROC 

LR 
F 

82.98% 
0.923 

0.83 0.926 
C 0.375 

LR and CS (2) 
F 

85.11% 
0.872 

0.851 0.920 
C 0.750 

LR and CS (3) 
F 

85.11% 
0.821 

0.851 0.913 
C 1.000 

LR and CS (5) 
F 

78.72% 
0.744 

0.787 0.910 
C 1.000 

RF 
F 

82.98% 
0.923 

0.830 0.869 
C 0.375 

RF and CS (2) 
F 

82.98% 
0.872 

0.830 0.885 
C 0.625 

RF and CS (3) 
F 

82.98% 
0.821 

0.830 0.883 
C 0.875 

RF and CS (5) 
F 

76.59% 
0.744 

0.766 0.901 
C 0.875 
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4.3. Comparison with the Noninvasive Method 
FIB-4 

 
          Based on clinical laboratory parameters, the 
classification models with the highest achieved 
results were compared to FIB-4 method. Two cutoff 
values were used to prove the efficiency of the 
classification models. 
      For the discrimination between mild or 
moderate and advanced fibrosis stage, the Logistic 
Regression achieved the highest results. Therefore, 
it is compared with FIB-4 using two cutoff values. 
The first suggested cutoff value was 1.45. It is used 
in many previous researches [16][32-34]. The 
second value was 1.06. It was identified by 
Youden’s Index [35-37] that depends on 
maximizing the sum of sensitivity and specificity in 

ROC. SPSS is used and dataset of 235 patients were 
used. The Logistic Regression classifier 
outperformed FIB-4 method as shown in Table 9 
and Figures 9 and 10. It achieved AUROC of 0.991 
and 0.971 using seven and four parameters, 
respectively. 
 

Table 9: Comparison between Logistic Regression and 
FIB-4 with two cutoff values for predicting fibrosis stage 

 
 

 
Figure 9: Comparison between Logistic Regression classifiers and FIB-4 with two cutoff values in terms of accuracy 

for fibrosis stage prediction 
 

 
Figure 10: Comparison between Logistic Regression classifiers and FIB-4 with two cutoff values in terms of AUROC 

for fibrosis stage prediction 
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0.971 0.957 95.74% 
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For the discrimination between non-
cirrhosis and cirrhosis, the Cost Sensitive Classifier 
with penalty value of 2 with Logistic Regression 
achieved the highest results. Therefore, it is 
compared with FIB-4 using two cutoff values. The 
first cutoff value was 1.45 [16]. The second value 
was 1.13. It was identified by Youden’s Index. The 
Cost Sensitive Classifier with Logistic Regression 
outperformed FIB-4 method as shown in Table 10 
and Figures 11 and 12. It achieved AUROC of 
0.936 and 0.920 using seven and three parameters, 
respectively. 

 
Table 10: Comparison between Cost Sensitive 

Classifier with Logistic Regression and FIB-4 with two 
cutoff values for predicting liver cirrhosis 
 

 

 
Figure 11: Comparison between Cost Sensitive Classifier 

with Logistic Regression and FIB-4 with two cutoff 
values in terms of accuracy for liver cirrhosis prediction 

 

 
Figure 12: Comparison between Cost Sensitive Classifier 

with Logistic Regression and FIB-4 with two cutoff 
values in terms of AUROC for liver cirrhosis prediction 

 
5. DISCUSION 
 

In this study, supervised machine learning 
methods were experimented on chronic HBV 
infected Egyptians patients to predict fibrosis stages 
and cirrhosis. Three different classification models 
were constructed to differentiate between moderate 
and advanced fibrosis stages. The models were 
Logistic Regression, Random Forest and Vote. 
Besides, eight different classification models were 
constructed to differentiate between non-cirrhosis 
and cirrhosis of liver (Logistic Regression, Cost 
Sensitive Classifier with Logistic Regression using 
three different penalties, Random Forest and Cost 
Sensitive Classifier with Random Forest using three 
different penalties). Seven clinical parameters were 
used: Age, Sex, AST, ALT, HBV DNA, TLC and 
PLT. Two attributes selection methods were also 
experimented trying to improve the classification 
models: Information Gain (IG) Attribute Evaluation 
and Gain Ratio (GR) Attribute Evaluation. 

Logistic Regression achieved the best 
results in differentiating between moderate and 
advanced fibrosis. The model was compared to 
noninvasive method, FIB-4 that depends on four 
clinical parameters using two cutoff values (1.45 
and 1.06). Logistic Regression showed better 
performance in differentiation and prediction of the 
two classes (AUROC = 0.991) than FIB-4 
(AUROC = 0.912 (cutoff =1.06) and AUROC = 
0.870 (cutoff =1.45)). The classification models 
were trained using four parameters that showed the 
best relationship with class using attribute selection 
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0.9
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A
U

R
O

C

Classification Model
Classifiers AUROC Sensitivity Accuracy 

LR and CS (2) 
7 Parameters 

0.936 0.915 91.49% 

LR and CS (2)  
3 Parameters 

0.920 0.851 85.11% 

FIB-4 (1.45) 0.736 0.808 80.85% 

FIB-4 (1.13) 0.796 0.745 74.47% 
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methods: AST, Age, ALT and PLT. The accuracy 
of Random Forest and Vote models in both cases 
(with all parameters or with only selected 
parameters) were the same, but area under ROC 
was better with all parameters. Applying Logistic 
Regression with the selected four parameters 
achieved an accuracy of 95.74% that is better by 
2.1% than when using all parameters which is 
93.61%. But area under ROC using all parameters 
was 0.991, which is better than the model with only 
four selected parameters, which is 0.971. However, 
it outperformed noninvasive method, FIB-4, using 
the same number of parameters, which is four.
 Logistic Regression with Cost Sensitive 
Classifier achieved the best results in differentiating 
between non-cirrhosis and cirrhosis. The model was 
compared to FIB-4 that depends on four clinical 
parameters using two cutoff values (1.45 and 1.13). 
It showed better performance in differentiation and 
prediction of the two classes with AUROC of 0.936 
than FIB-4 with AUROC of 0.796 (cutoff =1.13) 
and AUROC = 0.736 (cutoff =1.45). No 
improvements were shown when the classifiers 
were applied using the parameters that showed the 
best relationship with class using attribute selection 
methods: Age, AST and PLT. However, using only 
the three parameters, Logistic Regression with Cost 
Sensitive Classifier outperformed FIB-4, which 
depends on four parameters with AUROC of 0.920. 
 
6. CONCLUSION 

 
 Many viruses cause liver hepatitis. 
One of them is HBV. Many people in the world are 
infected with HBV. This infection causes fibrosis of 
liver which is graded from F0 to F4 depending on 
METAVIR system or in other words from mild or 
moderate fibrosis to advanced fibrosis and 
cirrhosis. The liver biopsy is a standard method for 
fibrosis stages evaluation but with many 
limitations. Therefore, the need for noninvasive 
alternative methods has become very important to 
avoid the disadvantages of biopsy as much as 
possible. Many of these methods were created 
depending on clinical parameters such as FIB-4 and 
APRI, and other based on liver imaging as transient 
elastography. In this study, based on seven clinical 
parameters of 235 chronic HBV Egyptian patients 
with Hepatitis B virus, efficient machine learning 
based classification models were proposed for the 
prediction of fibrosis stages (mild or moderate and 
advanced fibrosis), and cirrhosis of liver in HBV 
Egyptian patients to avoid the liver biopsy. An 
HBV dataset was collected. Data preparation and 
preprocessing were performed. Then, classification 

models were built using all clinical parameters in 
the dataset. Also attribute selection methods were 
experimented to reduce the number of parameters 
and to improve the performance of the 
classification models. The same classification 
models were built using only four parameters for 
differentiation between mild or moderate and 
advanced fibrosis stage. Besides, they were built 
using three parameters for differentiation between 
non-cirrhosis and cirrhosis stage. For the 
differentiation between mild or moderate and 
advanced fibrosis stage, AUROC of 0.991, 
accuracy of 93.61% and sensitivity of 0.936 (0.971 
for moderate fibrosis class and 0.846 for advanced 
fibrosis class) were achieved using Logistic 
Regression. Using only four attributes (AST, Age, 
ALT and PLT), AUROC of 0.971 and accuracy of 
95.74% were achieved. For the differentiation 
between non-cirrhosis and cirrhosis stage, AUROC 
of 0.936, accuracy of 91.49% and sensitivity of 
0.915 (0.923 for non-cirrhosis class and 0.875 for 
cirrhosis class) were achieved using Cost Sensitive 
Classifier with logistic classifier with penalty value 
of 2. Using only three attributes (AST, Age, and 
PLT), AUROC of 0.920 and accuracy of 85.11% 
were achieved. The results of the classification 
models were compared to noninvasive index-based 
method, FIB-4 that depends on four clinical 
parameters. The classification models outperformed 
FIB-4 to avoid liver biopsy limitation using only 
four and three parameters for differentiation 
between mild or moderate and advanced fibrosis 
stage, and differentiation between non-cirrhosis and 
cirrhosis stage, respectively.  
 

For future work, the classification models 
will be experimented on Egyptian patients’ HBV 
data from different liver institutes as well as from 
different regions of world to avoid the drawbacks of 
liver biopsy and to discover liver fibrosis in the 
early stages. 
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