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ABSTRACT 

Due to the increase in the emergence of health care system information, patient records are needed for 
analyzing certain diseases. It leads to the need for privacy and several challenges in the current health care 
system. Privacy-preserving data publishing is essential to protect the patient's record from numerous attacks. 
The main aim of privacy-preserving data publishing is to safeguard an individuals’ personal information, 
though it is made available for various analysis purposes. Initially, the paper has analyzed different services 
of an electronic health record, need for privacy and has proposed a novel anonymization technique for 
electronic health records. The proposed approach will overcome the following drawbacks i) generalization 
of all attributes which significantly reduces the information ii) identity disclosure even with adversaries 
having intense background knowledge and iii) the trade-off between privacy and utility. Compared to the 
existing system the proposed approach achieves a better result by using hierarchical id-based generalization 
approach. Hence, the proposed approach helps significantly in protecting individuals’ information even 
though an intruder has intense background knowledge. Additionally, it focuses on achieving balanced utility 
in the anonymized data by avoiding over generalization. The proposed approach consists of four phases i) 
vertical partitioning, ii) Quasi-identifier bucket(QB) anonymization, iii) Sensitive attribute bucket(SAB) 
anonymization iv) Evaluation of classification accuracy. As per the experimental result, the proposed 
approach achieves improved data privacy and utility in privacy-preserving data publishing. The experimental 
results are not evaluated using the utility metrics. However, the results, evidently illustrate that the proposed 
algorithm achieves improved accuracy than the standard utility aware data anonymization algorithm in health 
care records. The proposed approach thwarts the identity disclosure and attribute disclosure for the static 
data.  
Keywords: Anonymization, Health Care, Generalization, Privacy, Utility, Classification Model.
 

1. INTRODUCTION 

E-Health is an evolving field in recent years 
and incorporates domains such as medical 
informatics, health services business and public 
health information delivered through the internet and 
associated technologies. Hospitals maintain records 
of their patients for the purpose of analysis and 
diagnosis. The patient data are also released to 
researchers for scientific researches. However, the 
publishing of data for researches become a major 
privacy issue due to presence of sensitive attributes 
that should not be disclosed to a stranger [1]. 

A Patients’ record may include some sensitive 
attributes like physician details, test results, and  

 

diseases details that the patient does not wish to 
disclose. The publishing of such data to an unknown 
person for research purpose may lead to a privacy 
breach.  Nowadays, sensors are laid inside the 
human body for tracking the health condition of a 
patient. The doctors typically monitor these sensors 
through external devices. However, these implanted 
sensors can also cause a privacy breach by various 
other attacks. It is possible to hack the sensors 
information connected to the internet for extracting 
the information of the patients which may lead to the 
possibility of causing loss in human lives. Such 
emerging technologies tend to new privacy 
requirements [2].  
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E-Health system has numerous advantages like 
lessening human resources, manual files, and storage 
rooms compared to the paper-based records. 
Although, E-Health system gives quick access to the 
stored files with reduced cost, easy tracking of the 
patient condition workflow, and strong support in 
diagnosis for decision making however, there will be 
a compromise in the privacy, security, and 

confidentiality of the patient information[3][4]. 
Different techniques have been proposed in the past 
few years for privacy-preserving data publishing and 
among them anonymization plays a significant role 
in privacy preserving. The ultimate goal of 
anonymizing the original data is to ensure the 
privacy of an individual and to prevent more 
information loss. 

Privacy provides us the ability to choose data sharing 
ownership and protect personal information from 
being publically disclosed. Numerous 
anonymization methods have been proposed to 
overcome the trade-off between privacy and utility 
as it is the significant problem in privacy-preserving 
data publishing [5][6][7]. Although numerous 
anonymization techniques are proposed, the 
commonly used privacy methods are generalization 
and suppression. Nonetheless, too much of 
generalization or suppression on data will spoil the 
knowledge of the original data. The k-anonymity 
model plays a significant role in preventing linking 
of patient's health record with other external sources 
to get a particular individual's sensitive information.  

Likewise, various classification models such as 
logistic regression, decision tree, random forest, 
gradient-boosted tree and naïve bayes are built to 
ensure better utility in particular. The patients do not 
have any concern in building the classification 
models with their data provided if the data is 
secured. However, the owner of the health record 
should be responsible for data privacy when it is 
published to a third party. Different methods such as 
the data distortion [8], uncertainty [9] and 
information loss [10] have been presented to 
measure the utility.  

In this study, 1:1 microdata with multiple sensitive 
attributes is used. A model is proposed and (k, l) 
anonymity and id based approach is implemented for 
anonymizing the data and various models have been 
implemented on the anonymized dataset to achieve 
the accurate classification accuracy.  

The paper is organized as follows: Section 2 presents 
the related work of the paper; Section 3 describes the 
need for privacy and security in health care data and 
the various services in e-health; Section 4 defines the 
problem definition and the explanation of the 
different terms related to the work and the proposed 
approach and techniques used in the paper are well 
represented in section 5; and section 6 illustrates the 
proposed algorithm. The experimental results are 
evidently explained with pictorial representation in 

section 7; finally, section 8 concludes the work with 
limitations and future directions. 

2. RELATED WORK  

The digital transformation of health records 
has increased the demand for data privacy and there 
have been various researches carried in health care 
domain. The data published for scientific researches 
require privacy and so various privacy models have 
been proposed earlier. The privacy-preserving data 
publishing models are categorized into five types, 
namely i) record linkage model, ii) attribute linkage 
model iii) table linkage model iv) probabilistic 
model and v) adversaries background knowledge 
model[11].  

1:1 Single Sensitive Attribute 

To overcome the record linkage attacks, Sweeney 
proposed k-anonymity [12]. A table is said to satisfy 
k-anonymity if an individuals’ information in the 
published data is indistinguishable from at least k-1 
individual records present in the released table. As 
k-anonymity suffers from homogeneity and 
background knowledge attacks, l-diversity and t-
closeness models were proposed. The l-diversity 
[13] and t-closeness [14] is an extension of k-
anonymity with different requirements to prevent 
personal information disclosure. δ-Presence, an 
attack model resists the table linkage problem[15] 
and ε -Differential Privacy model avoids personal 
information disclosure through the introduction of 
the noise in the original data. Several models were 
proposed assuming that adversaries have less 
knowledge about the published data, and do not 
guarantee preventing re-identification. Skyline 
Privacy was proposed to protect the privacy of the 
data, even though the adversary had background 
knowledge [16]. However, in the era of increased 
information flow, the challenges in processing data 
also increases.  

1:1 Multiple Sensitive Attributes 

Different privacy models have been proposed earlier 
considering the fact that an individuals’ record will 



 Journal of Theoretical and Applied Information Technology 

15th September 2022. Vol.100. No 17 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

  

 
5528 

 

have at least one sensitive attribute [17][18][19]. 
Later, researchers have proposed a wide variety of 
anonymization methods such as clustering, 
bucketization, slicing, to handle multiple numerical 
sensitive attributes [20][21][22]. The key challenge 
faced in anonymizing multiple numerical attributes 
is that it anonymizes only numerical data without 
considering the categorical data. Later, several 
anonymization methods were proposed to handle 
only categorical sensitive attributes [23][24]. Few 
researchers concentrate on heterogeneous multiple 
sensitive attributes, categorical, numerical and 
personalized privacy[25]. 

Customized privacy is not considered in several 
models, which prevent much information loss. The 
approach used for multiple heterogeneous sensitive 
attributes using correlation and personal sensitivity 
flags, helps in reducing the utility loss that happens 
due to overall generalization[26].  A technique 
called “ANGELMS” has been proposed for multiple 
sensitive attributes by performing vertical 
partitioning[27] and an approach (p,k)_Angelization 
has also been proposed to handle multiple sensitive 
attributes[28] (p,k)_Angelization eradicates the non-
membership attack, background joins attack and 
achieves a seamless result in terms of utility. (p+)-
sensitive, t-closeness[29] model, which is a 
combination of the t-closeness, p-sensitive k-
anonymity models, gives a successful result to 
prevent similarity attack and skewness attack of the 
anonymized data. 

1:M with Single and Multiple Sensitive Attributes 

 Several researches have been done assuming that an 
individual has only one micro data record. However, 
the actual scenario is that there might be multiple 
records for an individual. Minimal work has been 
done considering that an individual has multiple data 
records in original data 1: M[30][31]. F-slip model 
was proposed that resist various attacks such as 
background knowledge attack, Qausi-identifier 
correlation attacks, MSA correlation attack, 
Membership correlation and Non membership 
correlation attacks. A novel technique f-slicing was 
proposed to anonymize the sensitive attributes. F-
slip model was proposed for the 1:M dataset. The 
privacy-preserving work is also conceded in data 
mining [32].   

Classification Models on PPDP  

Recently, lot of works has been carried out in 
building classification models on the anonymised 
data for measuring accuracy of the data. An 

algorithm IACk[33] has been proposed to maximize 
the classification utility by anonymizing the table 
using generalization and suppression. An algorithm 
called Infogain Mondrian [34] also works well for 
large scale data to achieve the classification utility. 
An enhancement of the Top-down specialization 
(TDS) method called Top-down refinement (TDR), 
improves the TDS functionalities to a greater extent. 
TDR helps to achieve an improved classification 
utility in anonymized data, and TDR can handle the 
attributes with or without the hierarchical 
generalization tree for numerical and categorical 
data[35]. An approach KACTUS[36], addresses the 
process of multidimensional generalization for 
achieving better classification utility and it uses a 
decision tree C4.5 to suppress the multifaceted 
regions.  

3. NEED FOR SECURITY AND PRIVACY IN 
E-HEALTH  

   
E-Health is an evolving domain with the union of 
different e-health services such as telemedicine, e-
prescription, e-health applications, e-appointment, 
e-consultant, remote monitoring, and much other 
improved communication. The hospitals provide 
electronic health records of patients for various 
scientific purposes. The term Electronic Health 
Record (EHR) is not new; it prevails around, for the 
past few decades. Recently, the usage and 
development of electronic devices in connection 
with the internet produces vast data. The hospitals 
maintain a separate digital database to store the 
information of the patients and each record contains 
patient history and his family details. So, the health 
information of a patient contains ample sensitive 
information about him and his family too.   
 

 
 

Figure 1 Different Services Of EHR And The Need For 
Privacy. 

 
Legislative acts have been passed to safeguard the 
details of the patient so as to prevent unauthorized 
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usage, misuse of information, modifications, or 
personal information disclosure. In Figure 1, the 
different services of EHR and the need for privacy 
are depicted. Privacy cannot be maintained without 
appropriate security. The three following terms play 
a significant role in security i) Confidentiality ii) 
Integrity iii) and Availability. Maintaining 
confidentiality is to ensure that disclosure of patient 
information to unauthorized should be avoided. 
Trust needs to be developed in the originality of the 

information provided for access and availability of 
the data should be made unquestionable for the 
authorized person. The Patient record stored in the 
database includes i) patient history ii) e-consultation 
iii) e-prescription iv) treatments v) sensors 
incorporated vi) personal data vii) diagnosis images 
viii) billing ix) patient consent x) remote clinical 
care. Thus the complete details of a patient are 
available in the hospital database.  

Occurrence of privacy breach affects not only a 
particular individual, it also affects the reputation of 
a trusted institution. Attacks on implanted sensors 
not only lead to privacy breach, it may also cause 
loss of human lives. Therefore, privacy and security 
play a significant role in E-health domain in all 
aspects. The release of EHR for scientific research 
purposes, needs to be anonymized before publishing 
data. The anonymization techniques need to be 
carefully chosen to uphold privacy as well to avoid 
information loss.  
 
4. PROBLEM STATEMENT 
 
4.1 Problem Definition 
Vertical partitioning method is applied, to fragment 
the given dataset into quasi-identifier (QID) (def.1) 
attributes and sensitive attributes (SA). k-anonymity 
is applied on the QID fragment and (k, l) diversity, a 
hybrid of k-anonymity and l-diversity is applied on 
the SA fragment to produce an anonymized data set 
for data publishing and  classification models are 
implemented on the anonymised data to evaluate the 
accuracy. 
 
4.2 Why Still K-Anonymity? 
 There is always a thought why k-anonymity is still 
used as a stronger foundation for all anonymization 
algorithms? Though several enhanced privacy 
preservation models such as l-diversity, t-
closeness[37], (α,k)anonymity[38], were proposed.  
k-anonymity (def.3) is a significant concept that 
prevents the re-identification risk in anonymized 
data by linking it with external sources. K- 
anonymity strongly maintains the authenticity of 
data and anonymizes the quasi-identifier attributes to 
thwart attaining the sensitive attributes. K-
anonymity is a powerful method when it is applied 
in the right place and it is an NP-Hard problem.  
 
Definition 1 (Quasi-identifier) - A set of attributes 
that is considered non-sensitive in a dataset and can 
hypothetically identify an individual. {Gender, Age, 
Zip code} in Table 1 are quasi-identifiers and it can 

hypothetically disclose the personal information of 
an individual. The attributes available to the 
adversaries constitute quasi-identifier attributes. 
Given a data of entities E, with entity-specific table 
RT (A1.,….,An), pc: ERT and pgE’; where E
E’.A quasi-identifier of RT, written QRT, is a set 
of attributes {Ai…,..,Aj} {A1,….An}. 
 
Definition 2 (Equivalence Class (EC)) – The table is 
partitioned into different subclasses S, which 
consists of “all elements that are equivalent to each 
other." It is a subset of the form {z∈Z: z RT x} where 
x is an element of Z, and the term z RT x indicates 
that there is an equivalence relation between z and x.  
 
Definition 3 (k-anonymity) – A table T satisfies the 
k-anonymity property if the record t of an individual 
(t∈T) in the published table cannot be distinguished 
from “at least k-1 individuals” whose information 
also appear in the published table [ti1, ti2…..tik-1 
∈T] and the probability of re-identification risk of an 
individual is not greater than 1/k where k is a 
threshold being set. Let T(A1.,…An) be a relational 
table and QIT be the quasi-identifier related with it. 
The table T is said to be k-anonymized if each 
sequence of the attribute value in T QIT] seems with 
“at least k occurrences” in T[QIT]. 
 
Definition 4 (l-diversity) - A table T satisfies l-
diversity property if table T contains “l well 
represented" values for sensitive attributes. 
Likewise, every equivalence class (def.2) in table T 
should satisfy the l-diversity property. 
  
Definition 5 (k, l) anonymity – It is an improved 
version of k-anonymity. For a given data, 
generalization approach is used and two thresholds k 
and l are set. The parameter k designates the 
"anonymization level of an identifying attribute in a 
class," and the parameter l refers to the "diversity 
level of a sensitive attribute in a class”. Every 
individual has the privileges to define the threshold 
k and l. (i.e) Each nth record of the original data, there 
can be “at least kn record for the same anonymized 
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identifying attributes” values corresponds to the 
sensitive attribute equivalence class ln where the size 
is (ln< kn). 
 
Definition 6 (Quasi identifier Bucket (QB) - For a 
given dataset, the identified quasi-identifier 
attributes form a bucket and the Quasi-identifier 
bucket should satisfy the k-anonymity property. In 
Table 1, {Gender, Age, Zip code}QB. 
 
Definition 7 (Sensitive Attribute Bucket (SAB)) - 
For a given dataset, the identified sensitive attributes 
form a bucket and the Sensitive attribute bucket 
should satisfy the (k, l) anonymity property. In Table 
1, {Occupation, Education, Work class, Disease}
SAB 
 
Definition 8 (Generalization) – It replaces the quasi-
identifier values with the range of values. If an 
attribute age has the value 29, it may be replaced 
with a value <=29 or may be represented as a range 
[21-30].  
 
Definition 9(Kth record) – The value of kn on the nth 

record in a table refers the size of the anonymized 
quasi-identifier equivalence class mapping to the nth 

SI record, where SI denotes the sensitive attribute set 
in a table. 
 
Definition 10(lte record) – The ln value on the nth 

record in a table refers to the count of different 
values in the SI equivalence class mapping to the nth 

quasi-identifier tuple. 
 
 
5. PROPOSED APPROACH  

 
The workflow of the proposed approach is 

depicted in Figure 2 and it involves the following 
modules i) Pre-processing and vertical partitioning 
of the original data ii) Classification of attributes iii) 
QB anonymization iv) SAB anonymization v) 
Merging of QB and SAB  vi) Evaluation of 
classification utility. 
 

 
Figure 2: The work flow of the proposed approach. 
 
5.1 Pre-processing and Fragmentation of the 

`Original Data 
The main aim of pre-processing the raw 

data is to get accurate results. Before progressing to 
the other models initially, the dataset needs to be 
checked for out of range values, missing values, 
unrelated data because it may lead to inaccurate and 
misleading results if unattended. The analysis 
process may also increase the complexity, if the 
dataset is not pre-processed. Generally, the steps 
included in data pre-processing are data cleaning, 
data smoothing, data selection, extraction, 
transformation, etc. The dataset used for the work is 
already pre-processed so, we have cleaned our 
dataset just by filling the missing value with the 
appropriate value.  
In general, the vertical partitioning technique 
segments the original dataset into multiple tables, 
here it is only two tables with different number of 
columns containing the same rows. The original data 
in Table 1 is a patient record. Here, the technique’s 
primary focus is to partition the original data into 
two disjointed subsets so as to anonymize them 
effectively, as shown in Table 2a &2b. Quasi-
identifier attributes constitute the first fragment, and 
the sensitive attributes constitute the second 
fragment. The primary purpose of vertical 
partitioning is to anonymize the two identifier 
buckets separately by implementing different 
anonymization method such as mean and id-based 
approach for the QB and a "hierarchical id-based 
generalization" for SAB.

Table 1: Original data 
 PID Age Sex Zip code Occupation Education Work class Disease 

rt1 0(Mave) 39 M 225855 Admin-Clerical Bachelors State-gov Flu 
rt2 1(John) 50 M 226482 Exec-Managerial Bachelors Self-emp Diabetes 
rt3 2(Joey) 38 M 215646 Handlers-Cleaners HS-grad Private Cancer 
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rt4 3(Bob) 53 M 234721 Handlers-Cleaners 11th Private Bronchitis 
rt5 4(Rosy) 28 F 338409 Prof-speciality Bachelors Private Ebola 
rt6 5(Ham) 37 F 284582 Exec-Managerial Masters Private HIV 
rt7 6(Mary) 49 F 160187 Other-services 9th Private Flu 
rt8 7(Ben) 52 M 209642 Exec-Managerial HS-grad Self-emp Diabetes 
rt9 8(Anna) 31 F 457810 Prof-speciality Masters Private Hypertension 

 

Table 2a: Quasi identifier Bucket (QB)                           Table2b: Sensitive Attribute Bucket (SAB) 

   
   

 
When a trusted institution, says a hospital 

collects the information of the patients, the hospital 
should take the full responsibility for the data. For a 
specific purpose of analysis, the trusted institution 
releases the reports of patients to a third party that 
conducts research experiments on the released data. 
The primary outcomes may correlate with age, 
gender and sometimes the specific diseases are even 
related to the occupation. Mostly, the e-health record 
contains age, gender, zip code, disease, contact 
address, contact number, occupation, and treatment 
history details. For certain conditions, the details of 
the patients' family members are also collected and 
stored.  In the proposed approach, a novel technique 
is adopted to anonymize the original data.  
 
5.2 Classification of Attributes  

Once the vertical partition is done, the 
attributes are categorized categorically or 
numerically, as shown in Table 3.The classification 
of attributes is done to adopt different anonymization 
methods for both categorical and numerical data. 
During publishing of data for research purposes, 
Name (ID), the identifying variable will be 
obliterated. Though quasi-identifier attributes and 
sensitive attributes are anonymized independently, 
they are linked through the unique id created in 
original data for data publishing. 
 
Keeping in mind the trade-off between privacy and 
utility, mean and id-based anonymization for QB 
and a novel variant technique hierarchical id-based  

 
 
generalization is adopted for SAB anonymization. 
As, the E-health record constitutes both categorical 
and numerical data, the proposed approach follows 
two different anonymization techniques. In Table 3, 
we have classified the attributes of the patient record 
and the primary purpose of attributes classification 
is to anonymize them according to the proposed 
approach. In most of the existing model, all the 
quasi-identifier attributes and sensitive attributes are 
over-generalized to preserve privacy, which reduces 
the utility to a greater extent. Here, a hierarchical id-
based generalization approach is adopted for 
categorical sensitive attributes and the ID-Based 
Technique for quasi-identifier categorical attributes 
(i.e.) converting the categorical to numerical[39]. 
The original values of numerical attributes are 
replaced with the equivalence class mean value to 
anonymize in both QB and SAB. The quasi identifier 
and the sensitive attribute identifier anonymization 
processes are explained below. 

 
Table 3: Attributes Classification 

 
 
 
 
 
 
 
 
 
 

PID Age Sex Zipcode 
0(Mave) 39 M 225855 
1(John) 50 M 226482 
2(Joey) 38 M 215646 
3(Bob) 53 M 234721 
4(Rosy) 28 F 338409 
5(Ham) 37 F 284582 
6(Mary) 49 F 160187 
7(Ben) 52 M 209642 
8(Anna) 31 F 457810 

PID Occupation Education Work 
class 

Disease 

0(Mave) Admin-Clerical Bachelors State-gov Flu 
1(John) Exec-Managerial Bachelors Self-emp Diabetes 
2(Joey) Handlers-Cleaners HS-grad Private Cancer 
3(Bob) Handlers-Cleaners 11th Private Bronchitis 
4(Rosy) Prof-Speciality Bachelors Private Ebola 
5(Ham) Exec-Managerial Masters Private HIV 
6(Mary) Other-services 9th Private Flu 
7(Ben) Exec-Managerial HS-grad Self-emp Diabetes 
8(Anna) Prof-speciality Masters Private Hypertension 

Attributes Numerical 
Attribute 

Categorical 
Attribute 

Name No Yes 
Age Yes No 
Sex No Yes 
Zip code Yes No 
Occupation No Yes 
Education No Yes 
Work Class No Yes 
Disease No Yes 
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5.3 Quasi-Identifier Bucket Anonymization 
 Generalization (def.8) upholds an 

individual privacy, but it loses its data utility when it 
is used in a greater manner, so the data cannot be 
used for research analysis purposes. Generalization 
does not work well for a few implementation 
techniques such as correlation analysis and data 
mining. In Table 4, k=3, so equivalence class with 
minimum of three records have been formed. For 
each record in table RT, written quasi-identifier as 
RT[QIRT]  satisfies 3-anonymity, where each value 
sequence in RT[QIRT], there should be at least 3 
occurrences of those record values in RT[QIRT]. 
Therefore, in Table 1, rt1[QIrt]= rt2[QIrt]= rt3[QIrt], 

rt4[QIrt]= rt5[QIrt]= rt6[QIrt] and rt7[QIrt]= rt8[QIrt]= 
rt9[QIrt] forms the equivalence classes. If an 
adversary has intense background knowledge about 
the individual, then generalization cannot ensure 
data privacy. If an adversary has the background 
knowledge that Joey is a 38 old Male from zip code 
215646, then the adversary can infer that joey is 
either suffering from Flu, Diabetes, or Cancer. 
Furthermore, if the adversary still has a strong 
knowledge that Joey is an unhealthy person, he can 
quickly identify joey is suffering from cancer or 
diabetes.  
 

 
Table 4: k=3, Generalization 

PID Age Sex Zipcode Occupation Education Work 
class 

Disease 

0(Mave) 35-50 M [210000-230000] Admin-Clerical Bachelors State-gov Flu 
1(John) 35-50 M [210000-230000] Exec-Managerial Bachelors Self-emp Diabetes 
2(Joey) 35-50 M [210000-230000] Handlers-Cleaners HS-grad Private Cancer 
3(Bob) 25-55 M [230000-340000] Handlers-Cleaners 11th Private Bronchitis 
4(Rosy) 25-55 F [230000-340000] Prof-speciality Bachelors Private Ebola 
5(Ham) 25-55 F [230000-340000] Exec-Managerial Masters Private HIV 
6(Mary) 30-60 F [150000-460000] Other-services 9th Private Flu 
7(Ben) 30-60 M [150000-460000] Exec-Managerial HS-grad Self-emp Diabetes 
8(Anna) 30-60 F [150000-460000] Prof-speciality Masters Private Hypertens

ion 
 
In this approach, the first step is to categorize the 
data according to the attribute type, as shown in 
Table 3. First, the numerical data is anonymized 
followed by the categorical data. For numerical 
attributes, the original values are replaced with the 
average value of the equivalence class. (i.e) Mean 
value of the equivalence class. K-anonymization 
technique is implemented for privacy-preserving in 
QB. K-anonymity helps to prevent the record 
linkage attack through quasi-identifier attributes. 
Though many extended and advanced techniques are 
proposed, the k-anonymity plays a major role in 
preventing the interconnection of quasi-identifier 
attributes to identify a person. The probability of the 
risk of identifying the individual is max {1/k}. After 
applying k-anonymity in QB, the numerical 
attributes are anonymized as follows. In all the 
equivalence classes, the age values are replaced by 
the mean of the original data. Equivalence class 
constitutes a group of k-anonymized tuples that have 
the same value for all the quasi-identifier attributes. 
So, the first three records of quasi-identifier buckets 
form an equivalence class EC1, the next three tuples 
form EC2 and the last three records form EC3. The 
PID {Mave, John,Joey} represents the first 
equivalence class that has same generalized values 

for the quasi-identifier attributes age, sex and 
zipcode in Table 4. In the first equivalence class, 
there are three values 39, 50, and 38. The mean of 
the first equivalence class is calculated, as shown in 
(1). 

Mean = 
n

AAA n ...21  (1)                            

Where A1 and A2 are the different values of the 
numerical attributes in each equivalence class. 
 

Mean (Age (EC1)) = 
3

385039 
= 42  (2) 

Mean (Age (EC1)) is the mean value of age for the 
first equivalence class; likewise, the same 
calculation is done for the remaining equivalence 
classes EC2 and EC3. The same procedure is 
followed to anonymize the zip code in Table 2a as 
followed for the attribute age. 
 
Mean (Zip code (EC1)) = 

3

215646226482225855 
= 222661   (3) 

Where Mean (Zip code (EC1)) is the mean value of 
the zip code for the first equivalence class; likewise, 
the same calculation is done for the remaining 
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equivalence classes EC2 and EC3. To   
ggggvanonymize the categorical data in QB, the 
“ID-Based” approach is followed and each value in 
an attribute is assigned an ID. For example, the 
attribute Sex is a categorical attribute, where Male=0 
and Female =1, as shown in Figure 3. Table 5 is a 3-
anonymous table with our id-based approach for 
categorical and mean values for the numerical 
attribute. 
 

 
 
  Figure 3: An ID-Based approach for attribute Age. 
 
5.4 Sensitive Attribute Bucket Anonymization 
 
Table 5: Anonymized Quasi identifier Bucket (k=3) 

PID Age Sex Zip code 
0(Mave) 42 0 222661 
1(John) 42 0 222661 
2(Joey) 42 0 222661 
3(Bob) 39 0 285904 
4(Rosy) 39 1 285904 
5(Ham) 39 1 285904 
6(Mary) 44 1 275880 
7(Ben) 44 0 275880 
8(Anna) 44 1 275880 

 
Since sensitive attributes play an essential role in a 
patients’ record, the proposed approach focuses 
more on SAB anonymization. In QB, the mean value 
calculation and id-based approach is adopted for 
anonymizing. In SAB, “hierarchical id-based 
generalization approach” is implemented for 
anonymizing the SA. 
 
In quasi-identifier bucket, the attribute sex is 
assigned with ID 0 and 1 for male and female. To 
prioritize the sensitive attributes, a "hierarchical id-
based generalization approach" is implemented for 
the SAB. Hierarchical id-based generalization 
approach is having few similarities with the 
smoothing of data. Attribute disease is a 2-level 
hierarchy taxonomy and it is assigned with hierarchy 
id. In the patient record, three diseases are 
considered i) respiratory -0, ii) epidemic -1, and iii) 
dangerous virus -2. The respiratory department 
diseases are categorized as flu-0, bronchitis-1; the 
epidemic department diseases are diabetes-0, 

cancer-1, hypertension-2, and the hazardous virus 
disease are HIV-0 and Ebola-1. The hierarchy tree of 
disease with the id assigned, is shown in Figure 4. 
The parent category are the respiratory problem, 
epidemic disease, a dangerous virus with assigned 
ids 0, 1, 2. The diseases that come under respiratory 
problems are flu and bronchitis with assigned ids 0, 
1. So id of the disease flu for Mave is 00(which is a 
combination of flu-id and respiratory problem id). A 
top-down approach is implemented for assigning id 
and (k, l)-anonymity model is used for sensitive 
attribute bucket after hierarchy id-based 
generalization approach. (k, l)-anonymity model is 
an improved version of k-anonymity.  
 
 Likewise, the hierarchy tree is constructed for other 
sensitive attributes also. The attribute work class is a 
3-level hierarchy, as shown in Figure 6; education 
and occupation is a 2-level hierarchy, as shown in 
Figure 7&5. To prevent sensitive attribute bucket 
from re-identification attack, we have implemented 
(k,l)-anonymity ( def.5)[40], a hybrid of k-
anonymity and l-diversity(def.4) where the two-
parameters k and l are set. The k indicates the 
identifying anonymization level, and l indicates the 
diversity level of a sensitive attributes equivalence 
class. Both parameters k and l can be changed 
according to the user. The parameter k designates the 
"anonymization level of an identifying attribute in a 
class," and the parameter l refers to the “diversity 
level of a sensitive attribute in an equivalence class”.  
 
 The model is much flexible and can work as either 
k-anonymity or l-diversity. It can only use as a k-
anonymity model when the parameter ln is set to 1 
and all kn to a constant k. It can also work as a 
standalone l-diversity model if all ln and kn to a 
constant value l. K-anonymity alone cannot perform 
well in preventing the linking attack for sensitive 
attributes, so l-diversity together formed a (k,l)-
anonymity. Table 6 is the outcome of the (k,l)-
anonymity model with k=3, l=3, along with 
hierarchical id-based generalization approach. When 
adversary tries to identify an individual named John 
from Table 7, with the background knowledge 
age=50, sex=male and zip code =226482, he cannot 
be able to identify John and his sensitive attributes. 
Thus identity disclosure is not possible even with 
intense background knowledge. The proposed 
approach enhance the privacy, reduces information 
loss and prevents the identity disclosure and the 
attribute disclosure.  
Table 6: (k,l)anonymity k=3, l=3  
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Figure 4: 2-Level Hierarchical Taxonomy For The 
Attribute Disease. 

 
                       

Figure  5: 2-Level Hierarchical Taxonomy For 
Attribute Occupation 

 
Figure 6: 3-Level Hierarchy Taxonomy For 

Attribute Work Class. 
 

 
Figure. 7: 2-Level Hierarchical Taxonomy For Attribute 

Education 
 

 
5.5 Linking of Anonymized Buckets and Data 

Publishing 
 
The anonymization process in the proposed 
approach is carried out after the vertical partitioning 
of the original table. A unique id is created for 
original patient table, which will be used as an index 
for both the QB and SAB to link them after 
anonymization process. The resulted anonymized 
data is shown in Table 7. However, this unique id 
(PID) will not be disclosed to a third party; it is just 
used for linking the buckets after anonymization.  

 
Table 7: Anonymized Data 

 
 
 
 
 
 
 
 
 
 
 
 

PID Occupati
on 

Education Work  
class 

Disease 

0(Mave) 05 10 101 00 
1(John) 01 10 021 10 
2(Joey) 13 07 020 11 
3(Bob) 13 05 020 01 
4(Rosy) 00 10 020 21 
5(Ham) 01 21 020 20 
6(Mary) 16 03 020 00 
7(Ben) 01 07 021 10 
8(Anna) 00 21 020 12 

PID Age Sex Zip 
code 

Occupation Education Work  
class 

Disease 

0(Mave) 42 0 222661 05 10 101 00 
1(John) 42 0 222661 01 10 021 10 
2(Joey) 42 0 222661 13 07 020 11 
3(Bob) 39 0 285904 13 05 020 01 
4(Rosy) 39 1 285904 00 10 020 21 
5(Ham) 39 1 285904 01 21 020 20 
6(Mary) 44 1 275880 16 03 020 00 
7(Ben) 44 0 275880 01 07 021 10 
8(Anna) 44 1 275880 00 21 020 12 
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Since two different methods are applied for a quasi-
identifier bucket and sensitive attributes bucket, 
there might be shuffling of records, leading to the 
data mismatch. Creating the unique id helps linking 
the correct records of both the buckets before 
releasing the anonymized record. Finally, the 
anonymized record will be published to the third 
party with greater privacy and utility. The evaluation 
of the accuracy using classification models are 
explained in proof of experiment and results section. 
 
6. PROPOSED ALGORITHMS 
 
The proposed algorithm deals with the initial three 
phases of the work i) vertical partitioning, ii) QB 
anonymization iii) SAB anonymization. Algorithm 
1 outlines the vertical partitioning, lines 1-3, assigns 
a unique id for the original data, and then fragments 
the table into two buckets quasi-identifier and 
sensitive attribute. In algorithm 2, line 1 passes the k 
parameter as an input and the user can fix the k 
parameter. Line 2-5, the attributes are classified, and 
the list of categorical and numerical attributes are 
identified. The k-anonymity is applied for 
categorical attributes from lines 6-10 and ids are 
assigned to the categorical attributes from lines 11-
17. For numerical attributes, the mean values are 
calculated from lines 18-22. The values in each EC 
are replaced with the calculated mean values from 
lines 23-30.   
 
In algorithm 3, three parameters SAB, k, l are passed 
as arguments to SAB_anonymity for anonymizing 
the sensitive attributes. As already mentioned in 
definition 5, the parameter k designates the 
"anonymization level of an identifying attribute in a 
class," and the parameter l refers to the "diversity 
level of a sensitive attribute in a class." The type of 
the attributes are classified, and a list of categorical 
and numerical attributes are identified from lines 2-
5, and k-anonymity is performed.  The outcome of 
performing k-anonymity is passed to l-diversity to 
form the unique elements in the equivalence class. 
L-diversity is applied for the categorical attributes 
from lines 8-20, and for the numerical attribute, the 
l-diversity is performed from 21-35. Line 36 
represents the hierarchy encoding for the categorical 
sensitive attributes in the SAB. Then the mean 
calculation and replacement of mean values are 
implemented for numerical attributes. Finally, in line 
38, the merge function combines the QB and SAB 
with the help of the unique id that finally results in 
the anonymized table T*.  
 

 

 

Algorithm 1 Vertical partitioning 
Input: Table T 
Output: QB, SAB of Table T. 
// Generation of unique ID for all the 

records to ensure that it will be used 
for further grouping. 

 [1] T =Function id (RT) 
// Vertical Partition the Table T into Quasi-

identifier Bucket and Sensitive 
Attribute Bucket 

[2] QB, SAB = vertical_function Split (T) 
[3] return T; 

Algorithm 2 QB Anonymization 
Input: Partition QB 

Output: Anonymized Table QB* 

// Applying k-anonymity on Quasi-identifier 
bucket. 

[1] QB_anonymity = Function k_division(QB,k) 

// Classifying the categorical and numerical  

// Identify the list of the categorical attribute. 

[2]QBcat = list( function cat(attribute)) 

[3]end  

// Identify the list of numerical attribute. 

[4]QBnum =list(function num(attribute)) 

[5]end  

// k-anonymity for categorical attribute in Quasi-
identifier bucket. 

[6]for each element in QBcat 
[7]for each attribute in element 
[8]   k_cat = list(unique(element)) 
[9]      end for 
[10]end for 
// Assigning id for categorical attribute values. 

[11]for each element in QBcat 
[12]   for each attribute in QBcat 
[13]      for each value in attribute 
[14]value = k_cat[index(attribute)] 
[15] end for 
[16]   end for 
[17]      end for 
// k-anonymity for numerical attribute in Quasi-

identifier bucket. 

[18]for each element in QBnum 
[19]   for each attribute in QBnum 
[20]k_num = list(mean(attribute)) 
[21]end for 
[22]    end for 
[23]for each element in QBnum 
[24]   for each attribute in QBnum 
[25]      for each value in attribute 
[26]value = k_num[index(attribute)] 
[27]end for 
[28]    end for 

          [30]       end for 
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7. PROOF OF EXPERIMENT AND RESULTS 
 

The main objective of the proposed approach is 
privacy-preserving and evaluating the classification 
accuracy of the anonymized dataset. The 
anonymized dataset utility is compared with the 
standard "utility-aware" algorithms such as Info 
Gain Mondrain and IACK algorithms. Researchers 
mostly have used adult data set from UCI machine 
repository for implementing k-anonymity. In the 
proposed work, the adult dataset from UCI Machine 
repository and the cardiovascular study dataset from 
the Kaggle repository are used. After pre-processing 
the data by filling out the missing and unknown 
values, the resulting dataset in adult is 45,223 tuples 
and the tuples in cardiovascular dataset is 70,000. 
The adult dataset have 14 attributes. The five 
attributes: age, sex, marital_status, relationship, the 

native country are used as the quasi-identifier 
attributes, and four attributes occupation, education, 
education_num, and work class as the sensitive 
attributes described in Table 8. The cardio vascular 
dataset have 13 attributes, where age, gender, height, 
weight are used as the quasi-identifiers and attributes 
cholesterol, gluc, smoke as sensitive attributes. As 
the cardiovascular data is already pre-processed, we 
have taken all 70,000 tuples for the experimental 
work.  

Table 8: Classification Of Attributes In Adult Dataset 

 
Table 9: Classification Of Attributes In The 

Cardiovascular Dataset 

 

The attributes of cardiovascular dataset are classified 
in Table 9. The proposed approach achieves 
improved privacy and classification utility and has 
comprehensive advantages compared to the 
available generalization methods. To implement the 
classification models, the adult dataset is divided 
into two-third portion 30,178, as the training data 
and the remaining 15,045 as the test data. In the 
cardiovascular study dataset, 46,000 tuples are 
considered as the training data and the remaining 
24,000 as the test data. The proposed approach 
achieves a balanced classification utility and privacy 
when applied to both the datasets independently. The 
approach is compared with already existing standard 
methods namely IACK and Info Gain Mondrian. 

The proposed approach attains a consistent increase 
in accuracy compared to IACK and a significant 
increase than InfoGain Mondrian. The accuracy is 
compared with other models such as Random Forest, 
Logistic Regression, Adaboost, and Support Vector 

Algorithm 3  SAB Anonymization 
Input: Partition SAB 

Output: Anonymized Table SAB*, Anonymized Table T*. 

// Applying (k, l)-anonymity on the Sensitive attribute bucket. 
[1] SAB_anonymity = Function (k,l)division(SAB,k,l) 
[2] SAB_cat=function_cat(SAB) 
[3] SAB_num=function_num(SAB) 
[4] SAB_all_cat = list() 
[5] SAB_all_num= list() 
[6] for each attribute in SABcat 
[7]   SAB_cat_sub = list() 
//  Line 6-10 in algorithm 2 will perform the k-anonymity for 
SAB. 
[8]    If length(unique(SAB_cat [attribute])) > l 
[9]       Function append(SAB_all_cat,SAB_cat) 
[10]    else 
[11]      for each item in SABcat 
[12]         if item[attribute] not in SAB_cat 
[13]              Function append(SAB_cat_,item[attribute]) 
[14]              break 
[15]         else 
[16]            continue 
[17]         end if 
[18]       end for 
[19]     end if 
[20] end for 
[21] for each attribute in SABnum 
[22]     SAB_num = list() 
[23]     if length(unique(SAB_num[attribute])) > l 
[24]         Function append(SAB_all_cat,SAB_num) 
[25]     else 
[26]         for each item in SABnum 
[27]             if item[attribute] not in SAB_num 
[28]                 Function append(SAB_num, item[attribute]) 
[29]                 break 
[30]             else 
[31]                 continue 
[32]             end if 
[33]         end for 
[34]     end if 
[35] end for 
// Performing Hierarchical encoding for categorical variable. 
[36] Hierarchy_Encoding=Function hierarchy( SAB_cat) 
// Line 18-30 in Algorithm 2 will perform the assigning mean 
values for the numerical attributes in each EC. 
[38] Anonymized table(T*)=function merge(  SAB_num, 
SAB_cat, QBcat, QBnum) 
         return T*  

Attribute Quasi-
identifier 

Sensiti
ve  

Classificatio
n 

Age    Numerical  
Occupation   Categorical 
Sex    Categorical 
Marital_Status    Categorical 
Education   Categorical 
Relationship    Categorical 
Native_country    Categorical 
Education_num    Numerical  
Work class   Categorical 

Attribute Quasi-
identifier 

Sensitive  Classificatio
n 

Age    Numerical 
Gender    Numerical 
Height    Numerical 
Weight    Numerical 
Cholesterol    Numerical 
Gluc    Numerical 
Smoke    Numerical 
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Classifier for different k-values. The different k 
values scaling from 5-30 are used to show the 
classification accuracy in Figures 8 and 9. Compared 
to IACK and Info-Mondrian, the proposed approach 
has lower utility loss and attains greater privacy. 
Figure 8 shows the accuracy evaluations using 
Random Forest, Logistic regression, AdaBoost, and 
Support Vector Classifier compared with the 
original data, anonymized data, IACk and Info-
Mondrain for the adult dataset.  
The random forest, Figure 8a, and adaboost, Figure 
8c performs well in the proposed approach than the 
logistic regression Figure 8b and support vector 
classifier Figure 8d. Figure 9 shows the accuracy 
evaluations using Random Forest, Logistic 
Regression, Adaboost, and Support Vector 
Classifier compared with original data, anonymized 
data, IACk and Info-Mondrain for cardiovascular 
dataset. 

 

(a) Accuracy evaluations using RF 

 

(b) Accuracy evaluations using LR 

 
(c) Accuracy evaluations using AdaBoost 

 

 
(d) Accuracy evaluations using SVC 

Figure 8 Accuracies Evaluation: QIB-MHSAB, IACK, 
Info-Mondrian For The Adult Dataset. 

 
In the cardiovascular dataset, the random forest, 
Figure 9a and adaboost Figure 9c perform well 
compared to the logistic regression Figure 9b and 
support vector classifier Figure 9d. The proposed 
approach proved to protect the multiple sensitive 
attributes. The proposed hierarchical id-based 
generalization approach helps in protecting the 
individual's privacy with less information loss and 
for the better understanding of the disease data 
trends with reduced cost.   
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(a)Accuracy evaluations using RF 

 
(b) Accuracy evaluations using LR 

       
(c) Accuracy evaluations using AdaBoost. 

 
(d) Accuracy evaluations using SVC 

Figure 9: Accuracies Evaluation: QIB-MHSAB, IACK, 
And Info-Mondrian For Cardiovascular Dataset. 

 
8. CONCLUSION AND FUTURE 

DIRECTIONS 
 
The privacy of health care data is a candid problem 
that requires special attention in the research 
community. Various types of researches have been 
done by implementing several anonymization 
method for protecting privacy with enhanced 
classification utility. However, most of the models 
could not achieve it. The paper has discussed several 
existing privacy models and its limitations to achieve 
a trade-off between privacy and utility.  The need for 
security and privacy in the health care domain and 
the purpose of the user’s privacy are also analyzed. 
Vertical partitioning is performed with a unique id in 
the original data which is used in linking the quasi-
identifier attributes and sensitive attributes. The 
paper implemented two anonymization approaches: 
i) mean value replacement for numerical and id-
based for the categorical quasi-identifier attributes 
and ii) hierarchical id-based generalization for the 
categorical sensitive attributes. The proposed 
hierarchical id-based generalization plays a 
significant role. The primary notion of the proposed 
approach is to classify the health care record 
attributes to apply the anonymization method 
appropriately. The proposed approach follows the 
concept of converting the categorical attribute into a 
numerical attribute. The proposed approach can be 
used in associated systems to protect users' privacy 
with improved classification utility. The 
experimented is conducted on anonymized data by 
building four existing classification models i) 
Random Forest ii) Logistic Regression iii) AdaBoost 
iv) Support Vector Classifier to evaluate the 
accuracy. As per the experimental results, the 
Random Forest, and the AdaBoost performs well 
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than the other two models. The work is just a 
beginning, and many things that require 
improvisation are considered as future directions. 
The limitations of the work are, it cannot be applied 
on streaming data and unstructured data. The 
proposed approach needs to be implemented in big 
dataset in order to check its better accuracy.  Also, 
the proposed approach can be implemented across 
various applications apart from health care to 
achieve more significant result. The same 
anonymization model needs to be implemented on 
various datasets in future to check the proposed 
model is stable.  
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