GENERIC FRAMEWORK FOR EARLY PREDICTION OF HEART DISEASE USING LEARNING METHOD
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ABSTRACT

The incidence of heart disease is growing at a startling rate, making identification at an earlier stage all the more important. The identification of heart illness is a challenging endeavour that calls for accuracy and dexterity on the part of the diagnostican. To determine which people, based on a variety of different medical criteria, are more likely to develop heart disease, the purpose of this study is to identify those patients. Models for determining the likelihood of a person being diagnosed with a cardiac disease have been developed, and these models can be used to evaluate an individual's risk. SGD Classifier, Additional Tree Classifier, Calibrated Classifier CV, Gaussian Mixture, Nearest Centroid, Multinomial NB, Logistic Regression CV, Linear SVC, Linear Discriminant Analysis, SGD Classifier, Calibrated Classifier CV, Linear SVC, Linear Discriminant Analysis, SGD Classifier, Calibrated Classifier CV, Quadratic Discriminant Analysis, Gaussian NB, Random Forest Classifier, Complement NB, MLP Class; Gaussian Mixture; Nearest Centroid; LGBM Classifier, Ada Boost Classifier, A very helpful method was utilised in order to determine how the model might be applied to improve the level of accuracy with which heart disease can be predicted in any given individual. Using Deep Learning and Random Forest Classifiers, which had a high degree of accuracy compared to previous models, the suggested model was able to effectively predict a person's likelihood of acquiring heart disease. The algorithm for predicting cardiac disease that has been proposed would not only make medical care more effective but would also reduce expenses. By making use of this knowledge, we are able to improve our ability to anticipate who might develop heart disease in the future. The model was constructed in Python, and the data was taken from the Kaggle vault.
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1. INTRODUCTION

Machine learning, also known as ML, is a subfield of artificial intelligence (AI) that enables computers to acquire knowledge and improve themselves as a result of experience without being specifically programmed to do so. Artificial Intelligence (AI) is a subset of ML. The purpose of machine learning is to develop computer models that are capable of acquiring knowledge independently through interaction with data [11-20]. Students can be assisted in seeing patterns in data and improving their ability to make decisions in the future by applying what they have learned through the use of examples, first-hand experience, or instructions [21-30]. The primary objective is to give computers the ability to learn and behave like people while also enhancing their learning on their own over time. This is accomplished mostly through the utilisation of data and information taken from the actual world [31-40].

Deep learning is a subfield of Artificial Intelligence (AI) that attempts to model the method in which people acquire specific categories of information [41-50]. The field of data science also includes important subfields such as statistical analysis and predictive modelling. Data scientists are now able to collect, analyse, and interpret massive amounts of data in a more expedient and straightforward manner because to deep learning.

Cardiovascular diseases encompass a broad category of ailments, each of which has the potential to have an adverse effect on a person's heart (CVD). According to the Centers for Disease Control and Prevention (CDC), coronary heart disease is the leading cause of death across all racial and ethnic groups in the United States (African Americans, American Indians and Alaska Natives, and white people). In the United States, the three most frequent risk factors for developing
cardiovascular disease are hypertension (high blood pressure), high cholesterol, and smoking. Diabetes, obesity (high BMI), inactivity (lack of physical exercise), and excessive alcohol use are other key markers, as illustrated in Table 1. In the field of healthcare, it is of the utmost importance to locate and implement preventative measures for the heart disease risk factors that have the largest influence. After then, algorithms for deep learning and machine learning can be applied to the data in order to find "patterns" in the information that can be used to determine a patient's current state of health [71-80].

For the purposes of this dataset, the Kaggle depository is searched for information regarding the patient's medical history and other relevant details. By analysing this dataset, we will be able to establish whether or not a patient has cardiac disease. Within the dataset, a total of 18 different medical traits, qualities, and variables are included...

2. RELATED WORK

A significant amount of previous research into the use of Machine Learning strategies to the diagnosis of cardiovascular heart disease served as the impetus for this investigation. It is possible to make an accurate prognosis of cardiovascular heart disease by making use of a number of different methodologies, some of which are given below.

There is the possibility of incorporating regression models such as Logistic Regression, KNN, and Random Forest Classifier. The findings make it very evident that each tactic possesses a unique capacity to accomplish the objectives that were established.

MukteviSrivenkatesh did research on the prediction of cardiovascular illness by analysing the accuracy of applying rules to a dataset that was collected in a region and comparing it to the individual findings of a Support Vector Machine, Random Forest, Naive Bayes classifier, and logistic regression. This was done so that he could better understand how accurate the application of rules can be in predicting the occurrence of cardiovascular illness. The machine learning algorithms that were utilised in this study had an accuracy that ranged from 58.71 percent to 77.06 percent when it came to determining whether or not a patient had cardiovascular disease. When compared to other machine learning algorithms, logistic regression had the highest accuracy (77.06 percent), making it the most effective of the available machine learning techniques.).

The authors of [82] presented a model that was based on supervised learning approaches such as Nave Bayes, decision trees, K-nearest neighbours, and the random forest algorithm. This model incorporated a variety of factors that are associated with heart disease. The Cleveland database at UCI, which consists of people with cardiac disease, served as a source of data for this study. 303 occurrences and 76 attributes are contained within the data collection. We only examined 14 of the 76 available features because these particular qualities are essential to demonstrating the effectiveness of different algorithms. According to the findings, the K-nearest neighbour algorithm has the best accuracy rating, clocking in at 90.79 percent.

The UCI Machine Learning Heart Disease dataset was utilised in order to evaluate and contrast the results of [83] various machine learning approaches as well as deep learning. In order to carry out the study, the dataset consists of fourteen primary attributes. Accuracy and confusion matrices are utilised in the verification process for a variety of potential results. The findings are improved by using Isolation Forest in order to eliminate some aspects from the dataset that are deemed to be unnecessary, and the data itself are also standardised. Through the application of a technique known as deep learning, an accuracy rate of 94.2 percent was accomplished.

During the course of the research, they utilised a total of nine different machine learning classifiers, which included AB, LR, ET, MNB, CART, SVM, LDA, RF, and XGB [84]. They did this by preprocessing the data, normalising the data, and tweaking the hyperparameters, and then testing their results on a typical dataset for heart disease. They not only validated and trained the machine learning algorithms, but also did it with the assistance of K-fold cross validation. It was discovered that the accuracy of prediction classifiers improved with hyperparameter tuning, and remarkable results were obtained with data standardisation and the hyperparameter tuning of machine learning classifiers in the experimental results. [Citation needed] [Citation needed] [Citation needed]

In the publication, [85] the authors propose using methods from machine learning to make predictions about cardiovascular disease. In making their projection, they considered the BMI to be one of the most critical elements. It was discovered that using body mass index (BMI) as a predictor of cardiovascular disease was successful. The major purpose of the study was to investigate the
relationship between body mass index and the danger of developing cardiovascular disease. Several distinct aspects of the model, in addition to regression and classification methods, have been proposed as possible additions to the model. The researchers found that body mass index (BMI) was an important indicator of cardiovascular disease.

In the research conducted by [86], evolutionary techniques such as the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) were employed to further improve the accuracy of machine learning systems. For the purpose of feature selection, we made use of genetic algorithms and particle swarm optimization in conjunction with the Nave Bayes (NB), Support Vector Machine (SVM), and J48 algorithms. The performance of the feature selection process is evaluated first, before machine learning is applied to either the whole dataset or the reduced dataset. Several different machine learning algorithms, such as NB, SVM, Decision Tree (DT), Logistic Regression (LR), and Random Forest, have been put to the test in an effort to forecast the occurrence of heart illness (RF). The findings indicate that the GA is the most effective algorithm for feature selection due to the fact that it results in the largest improvement in prediction accuracy.

After reviewing the previous research, it has become clear that the dataset that was used was the UCI Machine Learning Heart Disease dataset [87], which is distinct from the dataset that was stored in the Kaggle repository. These algorithms will be trained, validated, and tested with the assistance of other machine learning algorithms in addition to a revolutionary deep learning technique...

3. DATASET

Every individual who was included in the Organized Dataset underwent stringent screening based on their family history of cardiovascular disease as well as other medical issues. Diseases that can affect the heart are grouped together under the umbrella term "heart disease." According to the World Health Organization (WHO), cardiovascular problems are the major cause of death among people in the middle years of their lives. The majority of the information acquired came from the medical histories of 319795 people who ranged in age from infants to the elderly. This dataset provides all of the information that we require to make an educated judgement regarding whether or not a patient has a heart disease, so we can use it to make that determination (as seen in Table 1). This dataset contains a total of 304 patients and 18 medical characteristics that can assist us in determining whether or not a patient is at risk of acquiring a cardiac ailment. The total number of patients included in this dataset was 304. The data were separated into these three categories: training, validation, and testing. The entirety of this dataset, which consists of 319795 rows and 18 columns, is a single record [82]. As can be seen in Table 1, all of the traits that are pertinent to this discussion have been included...

4. METHODOLOGY

Throughout the course of this research, a number of different machine learning strategies—including Gaussian Mixture and Nearest Centroid, MultinomialNB, and Logistic RegressionCV—have been utilised. In this particular piece of research, the methods GaussianNB and Random ForestClassifier were utilised. ComplementNB, MLP Classifier ComplementNB, Bernoulli Classifier Bernoulli Classifier Classifiers based on the LGBM and the Ada Boost K Nei Classifier K Nei Classifier This investigation takes the form of a literature survey, during which published works on cardiovascular illness as well as already-existing databases are analysed. The method consists of a series of methods that transform raw data from a dataset into usable information for a variety of purposes, the amount of skill possessed by the customers. The proposed method, which can be seen illustrated in Figure 1, is broken down into the following stages: The process of preprocessing consists of three stages: the first is the collecting of data, the second is the extraction of significant values, and the third is the investigation of the collected data. Preprocessing includes identifying and filling in missing data values, as well as cleaning and normalising the data [81]. A crucial part of the classification process involves applying a classifier to the previously preprocessed data in order to organise it. In the final stage of testing, we used a variety of performance metrics to evaluate our model and determine whether or not it was reliable and productive. An accurate method for predicting the risk of heart disease has been developed here by making use of a number of different classifiers. When making its projections, this model takes into account a wide range of factors, including age, body mass index (BMI), frequency of smoking and drinking, risk of stroke, state of physical and mental health, and DiffWalking. [82]..
Table 1: Shows The Features Of The Dataset

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Type of Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Disease</td>
<td>Respondents that have ever reported having coronary heart disease (CHD) or myocardial infarction (MI).</td>
<td>Yes/No, Goal</td>
</tr>
<tr>
<td>BMI</td>
<td>Body Mass Index (BMI).</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Smoking</td>
<td>Have you smoked at least 100 cigarettes in your entire life?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Alcohol Drinking</td>
<td>Heavy drinkers (adult men having more than 14 drinks per week and adult women having more than 7 drinks per week)</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Stroke</td>
<td>(Ever told) (You had) a stroke?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Physical Health</td>
<td>Now thinking about your physical health, which includes physical illness and injury, for how many days during the past 30 days was your physical health not good? (0-30 days).</td>
<td>Numeric (0-30 days)</td>
</tr>
<tr>
<td>Mental Health</td>
<td>Thinking about your mental health, for how many days during the past 30 days was your mental health not good? (0-30 days).</td>
<td>Numeric (0-30 days)</td>
</tr>
<tr>
<td>Diff Walking</td>
<td>Do you have serious difficulty walking or climbing stairs?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Sex</td>
<td>Are you male or female?</td>
<td>Male/Female</td>
</tr>
<tr>
<td>Age Category</td>
<td>Age category.</td>
<td>Category (14 groups)</td>
</tr>
<tr>
<td>Race</td>
<td>Imputed race/ethnicity value.</td>
<td>Category</td>
</tr>
<tr>
<td>Diabetic</td>
<td>(Ever told) (You had) diabetes?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>Adults who reported doing physical activity or exercise during the past 30 days other than their regular job.</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Gen Health</td>
<td>Would you say that in general your health is...</td>
<td>Category</td>
</tr>
<tr>
<td>Sleep Time</td>
<td>On average, how many hours of sleep do you get in a 24-hour period?</td>
<td>Numeric</td>
</tr>
<tr>
<td>Asthma</td>
<td>(Ever told) (You had) asthma?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Kidney Disease</td>
<td>Not including kidney stones, bladder infection or incontinence, were you ever told you had kidney disease?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Skin Cancer</td>
<td>(Ever told) (You had) skin cancer?</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>
4.1 Data Cleaning

There are approximately 319795 records in the dataset, and a total of 18 different columns are available for selection. There are four qualitative characteristics along with fourteen others that are quantitative. It is possible to convert string properties that have only two possible values; however, before we do so, we need to make sure that there aren't any unexpected ones in the mix. In the preprocessing stage, we will make use of OneHotEncoder due to the fact that certain characteristics can take on more than two distinct values...

4.2 Exploratory Analysis

4.2.1 Analyzing and Displaying Feature Categories

Figure 2 depicts an individual's sexual orientation as a factor in determining whether or not they have heart disease. The x-axis is labelled with the numbers 1 and 0, which stand for males and females, respectively. The following can be deduced from the diagram:

In general, males are at a greater risk of acquiring cardiovascular disease than women are.

- The risk of coronary disease in women is lower than it is in men on average.

In Figure 3, we have a representation of the prevalence of heart illness in connection to the patient's smoking status. The following is a conclusion that may be drawn from the graph:

Even non-smokers have been discovered to have heart disease, which suggests that the condition is caused by something other than smoking.

Figure 4 shows that there is a significant disparity between the percentage of people of different races who have cardiac disease and the percentage of people of different races who do not have cardiac illness. From the diagram, we are able to deduce the following:

The incidence of cardiovascular disease is significantly higher among people of colour.

Figure 5 presents a comparison of patients who had cardiac disease with those who did not have the condition, broken down by age group. As shown in Figure 5, those who have reached the age of 80 or older have an increased likelihood of having heart disease.

Figure 6 depicts the distribution of occurrences with heart disease based on the KidneyDisease feature. According to the graph, individuals who do not have any form of kidney disease are at a greater risk of developing heart disease.

Figure 7 depicts cases of cardiovascular illness that may or may not be accompanied with skin cancer. The following can be inferred from the diagram:

- Those who have not been diagnosed with skin cancer are less likely to suffer from heart disease.

The distribution of cases with yes/no heart disease based on previous exposure to stroke risk factors is shown in Figure 8. The inferences that can be drawn from the diagram are as follows.
Those who have previously suffered from a stroke have a reduced risk of developing heart disease in the future.

Cases of heart illness that were caused by previous exposure to diabetic conditions are shown in figure 9. The graphic demonstrates the following:

- People who have a family history of diabetes have a lower risk of developing heart disease.

**Figure 2: The Sex-Based Distribution Of People Who Have Or Don’t Have Heart Disease**

**Figure 3: According To Whether Or Not A Person Smokes, Below Is The Breakdown Of People Who Have Heart Disease:**

**Figure 4: By Race, The Percentage Of Those With**

**Figure 5: Cases With Or Without Heart Disease, As Indicated By The Age category Heart Disease And Those Without It.**

**Figure 6: According To Kidney disease, The Incidence Of Heart Disease Is Distributed As Follows**
Figure 7: No Heart Disease Versus Heart Disease Cases According To Skincancer

Figure 8: Based On Previous Exposure To Stroke, The Distribution Of Cases With Heart Disease And No Heart Disease

Figure 9: If A Patient Had Previously Been Exposed To Diabetic, The Following Is The Likelihood That They Have Heart Disease

Figure 10: Cases Classified As Having Or Not Having A Heart Condition, As Determined By Their Body Mass Index

4.2.2 Visualization of Numerical Features

Figure 10 makes it very evident that individuals who weigh less than 40 kg are at an increased risk of developing cardiovascular disease. Figure 11 shows a representation, derived from the data provided by SleepTime, showing the distribution of individuals who have and do not have heart disease. The number of people who have heart disease is depicted in figure 12, which is based on the individuals' current physical health status and how it has changed over the course of the last 30 days. The number of cases of heart disease that can be attributed to a person's mental...
health status over the past thirty days is depicted in Figure 13, which can be found here...

4.3 Data Pre-processing
4.3.1 Standardization

The following characteristics were standardised with the use of the StandardScale function: MentalHealth, BMI, PhysicalHealth, and SleepTime.

4.3.2 Encoding

The following characteristics were encoded with the One Hot Encoding method: age category, race, and general health.

4.4 Bringing Harmony to the Dataset

There are 91 times more cases of heart disease in the non-target category, which is heart disease, than there are in the target category, which is heart disease. (You're right, it's heart disease). Because of this, the dataset does not have a balanced distribution of values.

Over sampling and under sampling are two common strategies that are utilised while attempting to achieve a balanced dataset. We use the under sampling method when we want to decrease the value of the higher attribute so that it is equivalent to the value of the lower attribute. In addition, when we need to raise the value of a lower attribute, we make use of a technique called "over sampling," so that it is equivalent to the value of the higher attribute.

We considered both under and over sampling to be a part of the parameters of this investigation, and we compared the results obtained from each of these two approaches...

4.5 Splitting Dataset

After all of the preparation was finished, the dataset was split up into three separate datasets: one for training, one for validating, and one for testing. The breakdown of the divide is as follows: sixty percent, twenty percent, and twenty percent.

4.6 First Experiment

In the first experiment that was carried out, under sampling was used as the method for achieving a more equitable distribution of values across the dataset. We trained the dataset using a
variety of machine learning methods, one of which was a deep learning algorithm that was built from scratch by our team. Metrics such as accuracy, precision, recall, f1-score, and the total amount of time needed for training were utilised in order to keep track of the results of the training. The results of each algorithm are detailed in Table 2, which can be viewed by clicking this link.

Table 2: The Outcomes Of Every Algorithm That Employed The Under Sampling Method

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Time in Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaussianNB</td>
<td>0.8517</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.49</td>
</tr>
<tr>
<td>Perceptron</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.17</td>
</tr>
<tr>
<td>NeuralNetwork</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.12</td>
</tr>
<tr>
<td>MultinomialNB</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.10</td>
</tr>
<tr>
<td>LogisticRegressionC</td>
<td>0.7620</td>
<td>0.7520</td>
<td>0.7520</td>
<td>0.7520</td>
<td>0.09</td>
</tr>
<tr>
<td>LinearSVC</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.07</td>
</tr>
<tr>
<td>LinearDiscriminantAnalysis</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.06</td>
</tr>
<tr>
<td>KNeighborsClassifier</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.05</td>
</tr>
<tr>
<td>ExtraTreesClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.04</td>
</tr>
<tr>
<td>SGDClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.04</td>
</tr>
<tr>
<td>QuadraticDiscriminantAnalysis</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.03</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>RandomForrestClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>ComplementNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>MLPClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>BernoulliNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>BaggingClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>LightGBClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>DecisionTreeClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>GradientBoostingClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>Deep Learning</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Experiment -2**

In the second experiment, over sampling was done in order to guarantee that the dataset would be representative of the entire population. We trained the dataset using the exact same collection of machine learning techniques and the exact same deep learning method which was developed from the ground up in exactly the same way. The following metrics were utilised in the recording of the results: accuracy, precision, recall, f1-score, and the total amount of time required for training: Table 3, which can be viewed right here, contains a compilation of the results obtained using each algorithm.

Table 3: The Outcomes Of Every Algorithm That Employed The Under Sampling Method

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Time in Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaussianNB</td>
<td>0.8517</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.49</td>
</tr>
<tr>
<td>Perceptron</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.17</td>
</tr>
<tr>
<td>NeuralNetwork</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.7309</td>
<td>0.12</td>
</tr>
<tr>
<td>MultinomialNB</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.7075</td>
<td>0.10</td>
</tr>
<tr>
<td>LogisticRegressionC</td>
<td>0.7620</td>
<td>0.7520</td>
<td>0.7520</td>
<td>0.7520</td>
<td>0.09</td>
</tr>
<tr>
<td>LinearSVC</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.07</td>
</tr>
<tr>
<td>LinearDiscriminantAnalysis</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.06</td>
</tr>
<tr>
<td>KNeighborsClassifier</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.7828</td>
<td>0.05</td>
</tr>
<tr>
<td>ExtraTreesClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.04</td>
</tr>
<tr>
<td>SGDClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.04</td>
</tr>
<tr>
<td>QuadraticDiscriminantAnalysis</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.7024</td>
<td>0.03</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>RandomForrestClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>ComplementNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>MLPClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>BernoulliNB</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>BaggingClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>LightGBClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>DecisionTreeClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>GradientBoostingClassifier</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
<tr>
<td>Deep Learning</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.7026</td>
<td>0.03</td>
</tr>
</tbody>
</table>
5. RESULTS & DISCUSSIONS

The vast majority of researchers use a variety of algorithms to identify patients who have heart disease, including SVC, Decision tree, KNN, Random Forest Classifier, and Logistic regression. However, as we can see from these results, the highest accuracy of 88.5% is achieved with a dataset that is different from the one that we are using in this study.

In comparison, the algorithms that they used were used by earlier researchers, which means that our algorithms are more accurate, more cost-effective, and faster than the methods that were used by earlier researchers. To put the icing on the cake, Deep Learning was able to achieve the highest possible levels of accuracy with the least amount of time spent training and validating the model. The following are the percentages of accuracy, precision, and recall that the model achieved: accuracy (78.77 percent), precision (76.63 percent), and recall (82.60 percent) (79.51 percent) (81 second time frame). Table 2 displays the remaining results obtained through the application of the various algorithms.

When the same algorithms are applied in conjunction with a greater number of samples, a more accurate version of the same method is generated (Deep Learning). The F1-score was 92 percent, the recall was 94 percent, the accuracy was 92.35 percent with over sampling, the precision was 90.84 percent with over sampling, and the amount of time needed for training and validation was 92.49 percent. Accuracy was found to be 92.35 percent with over sampling, and precision was found to be 90.84 percent. (one minute and one minute and a half).

The Random Forest Classifier came in at a very respectable close second place with a score of 90.21 percent, which it accomplished across the board in terms of accuracy (90.21 percent), precision (90.22 percent), recall (90.21 percent), and F1-score (90.21 percent) (85.51 seconds). The results that were obtained by using the algorithms even after they had been exhausted are presented in Table 3.

We were able to achieve greater precision in our measurements as a direct result of this, in comparison to previous investigations that were carried out in the past. It was discovered that the most successful methods for predicting people who had heart disease were deep learning and the Random Forest Classifier. [Citation needed] [Citation needed] [Further citation is required] [Further citation is required] This demonstrates that Deep Learning and the Random Forest Classifier are superior methods for the earlier diagnosis of heart disease in humans. [Citation needed] [Citation needed]

6. CONCLUSION

Patients' medical histories, including BMI, smoking and alcohol consumption, stroke, physical and mental health, and more, were extracted from a dataset to predict who will get cardiovascular disease and go on to die from it. Deep learning was used to construct a cardiovascular disease diagnosis model that combines a number of different machine learning classification modelling techniques along with one. Patients who have a medical history that includes a diagnosis of heart disease can benefit from having this Heart Ailment detecting device installed in their bodies.

The development of this model made use of a wide variety of different classifiers, including Deep Learning and the Random Forest Classifier. Our models have an accuracy that is 92.23 percent accurate overall. The accuracy of the model's ability to determine if a particular person has a heart condition is improved when the dataset is balanced. [Case in point:] [Case in point:] Because we have used these tactics, we are now in a position to more accurately forecast the condition of the patient, which allows us to drastically cut down on costs. Because machine learning strategies are superior to those of humans and are able to forecast outcomes more accurately, they may be used to a wide variety of medical datasets, which is beneficial for both patients and medical professionals. In conclusion, we were able to acquire a prediction accuracy of 92.23 percent on average by cleaning up the dataset and adding deep learning to our deep learning model. This is a significant improvement over the accuracy of the earlier models, which was just 85 percent. In addition, we have determined that, of all the algorithms that we have examined and evaluated, Deep Learning has the highest accuracy.
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