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ABSTRACT 

In this work, we clearly stated the text summarization. Time is taken to read the big document it's quite 
complex, at the same time if we summarize the same document it is easy to understand and time-saving. 
Here we propose the text summarization of the Telugu language. To begin, documents must go through a 
preprocessing procedure that includes tokenization, stop-word removal, stemming and N-gram analysis. 
After that, it uses Histo-Fuzzy C-means Clustering to achieve clustering, as well as a technique of sentence 
ranking based on weights. Finally, the Median Support Based Grasshopper Optimization Algorithm 
(MSGOA) is utilized to combine the phrases into a clear and succinct summary. The performance of this 
strategy is evaluated using an online research dataset. When compared to earlier text summarizing methods, 
the suggested method outperforms them. When compared to existing accuracy, the proposed method 
performs admirably and obtains an accuracy of 84%. 

Keywords: Telugu language Text Summarization, preprocessing, Median Support Based Grasshopper 
Optimization (MSGO), Histo-Fuzzy C-Means Clustering, Stemming, Enthalpy. 

 

1. INTRODUCTION 
Now a days every data is available in 

the internet in reginal languages itself which is 
very good thing. A common men can read 
everything easily and can understand what is the 
thing is conveying in context. There is a lot of 
difference between understanding in reginal 
language and in other language. Sometimes it 
may leads to very big problem when conveying 
a message because of understanding the other 
languages. So our government approved a bill 
NEP2020 (National Education Policy 2020) is a 
new education system with the main moto of 
study of a child is in his reginal language which 
helps to quality of education. With this context 
the data is available in reginal languages in 
internet. Telugu language is also one of most 
popular reginal language which is available in 
internet. Now the problem is data is available in 
reginal languages but which is very huge data 
sometimes may not have that much time to read 
and understand not only that sometimes the data  
is not relevant to us that thing can know after 

seeing the whole data that causes to vesting of 
the valuable time. To avoid this providing 
summarization of a text data in reginal 
languages is useful.       

The Internet now allows users to access 
massive amounts of data. With the rise in 
popularity, extracting the most significant 
information from such a big number of data is 
becoming increasingly difficult. In the case of text 
documents, gathering and comprehending primary 
information from a vast quantity of resources 
insufficient time for human beings is a complicated 
and time-consuming procedure [1]. For decades, 
information retrieval algorithms have been 
performing these tasks automatically. As the 
amount of data rises, however, various performance 
difficulties emerge, including insufficient solutions 
and unmanageable information retrieval task 
applications. The use of high-tech machines may be 
able to help alleviate the losses caused by these 
issues. However, it is possible that the price will be 
higher. Dimension reduction in raw data can be 
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used to address these challenges and speed up the 
completion of these jobs as a more appropriate 
option. Summarization is one of the most important 
applications in the computer world. Text 
summarizing is the process of producing a reduced 
version of a single document or a group of 
documents. Automatically summarizing text 
documents is a tough problem to solve since the 
resulting summaries must encompass as much of 
the original document(s) as possible [4]. Text 
summaries save us time and effort by giving us a 
fast summary of the entire content. Originally, these 
text summaries were written by hand, but as the 
amount of data has risen and automation has 
become more common, automatic summary 
approaches have become increasingly significant 
[5]. 

On the basis of their worth in extractive 
summarizing, some of the sentences are 
immediately selected and included in the summary. 
Abstractive summarization, on the other hand, 
adjusts or paraphrases terms so that they have the 
same meaning as the original. On numerous Telugu 
documents, extractive summarization is conducted. 
TS is a modern solution to the categorization 
problem in machine learning. This extractive ts 
method seeks to know the importance of individual 
sentences in a document and chose the most 
important ones. Why because machine not create 
the sentence and forming the sentences. And why it 
is not involving this is grammar is differ to every 
language. Extractive ts has the stages such as 
sentence rank based on score and sentence 
selection. Based on the rank the n top most 
sentences will select to make summary. These 
process unavoidably link to classification 
challenges in the ML sector. Determining rank is 
ML problem that is best handled by supervised 
learning [10] [11]. 

The government and the general public 
have turned to Twitter and Sina microblogs to get 
information on a number of problems. However, 
with the rapid expansion of social media platforms, 
consumers are finding it more difficult to get the 
information they need right away. For online search 
users, large amounts of data are likely to cause 
issues. Query-based summarization is another well-
known method for automatic text summarization. 
This method uses an input query to compute the 
summary of the text content. This method focuses 
on the user query parameters and, as a result, on the 
user queries that are given to the system by users 
[19]. Text summaries are used to shorten input 
documents while keeping their overall meaning and 

information value. As a result, text summarizing is 
the act of reducing data in order for the user to 
absorb it more rapidly [20]. This paper's primary 
contribution is: 

 The pre-processing step using the methods of 
Tokenization, stop word elimination, stemming, 
and N-gram. 

 Evaluation includes the Histo Fuzzy C-means 
Clustering and Sentence Ranking. 

 Sentences selection using MSGOA ranking. 
 Finally, the phrases are put together to make an 

informative and short summary. 

The farther paper is as follows: The 
technique of Telugu language text summary is well 
detailed in sec 3. Sec 2 includes a review of similar 
studies, while sec 3 presents the proposed approach 
of Telugu language text summarization. In sec 4, 
the results are posted, and in sec 5 concluded the 
work. 

2. LITERATURE SURVEY 

Reddy Naidu et al [21] proposed a method 
for automatically extracting keywords for text 
summarizing from Telugu e-newspaper datasets. 
The technique of compressing a text material into a 
summary that preserves the important ideas is 
known as summarization. Extractive summarizers 
use the information they've been given and extract 
sentences that best reflect the hidden message. The 
bulk of extractive summarization techniques are 
founded on the concept of detecting keywords, and 
extraction is typically achieved by extracting 
relevant words that occur more frequently than 
others, with an emphasis on the most important. 
Manual keyword extraction and annotation is a 
time-consuming and error-prone process. 

Yan Du et al. [22] proposed a new 
automatic news text summarizing model fuzzy 
logic, multi-features, and a genetic algorithm. Word 
features are the most required features. The 
keywords were selected from the extracted words 
of higher score than predefined. They apply a fuzzy 
logic framework to calculate the final score. 
Because news text is a distinct sort of text with 
various distinct aspects of place and time these 
distinct news elements can sometimes be retrieved 
as keywords. Each feature was weighted using 
Genetic algorithm. A linear combination reveals the 
significance of each text.  

Angel Hernandez-Castaneda et al [23] 
suggested a technique to improve keyword 
recognition used a semantic information for the 
ATS. The task of automated text summarizing 
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(ATS) requires synthesizing a document to create a 
condensed version of it. Making a summary 
demands choosing not only on the primary ideas of 
the sentences, but also on their key relationships. 
Related works use a ranking system to select which 
text units (mainly sentences) should be included in 
the summary. However, because important 
information may have been omitted, the resulting 
summaries may not cover all of the topics discussed 
in the source text. By grouping phrases to locate the 
primary subjects in the original manuscript, this 
technique improves coverage and precision. 

Rana Alqaisi et al [24] proposed an 
automatic, generic, and extractive method for 
summarizing Arabic documents. Because of the 
rising usage of the Internet and social media, a 
great volume of textual material is now available 
online. These online textual data resulted in 
overabundance and redundancy. When reading 
online textual data, it's vital to reduce information 
redundancy and save time. As a result, there is a 
constant demand for an automatic text summarizing 
system that pulls the relevant and conspicuous 
information from a group of texts that share the 
same or related themes. In the proposed system, 
clustering-based and evolutionary multi-objective 
optimization methodologies are applied. The 
clustering-based method identifies the text's most 
important subjects, whereas the evolutionary multi-
objective optimization method prioritizes three 
objectives: coverage, diversity/redundancy, and 
relevancy. 

Fucheng You et al [25] Using Fine-tuning 
BERT introduced a topic information fusion and 
semantic relevance for text summarization using 
Fine-tuning BERT (TIF-SR). The focus of a high-
quality summarizing system should be on the 
document's topic substance and the resemblance 
between the summary and the source document. 
They extract topic keywords and integrate them 
with source documents as part of the input because 
subject information is so vital in summary synthesis 
[27-32]. Second, calculate the semantic similarity 
between the produced summary and the original 
material to improve the quality of the abstract. 

Gaps Identified 

S.N
o. 

Author Methodol
ogy 

Merits Future 
work of / 
Demerits 

1 Reddy 
Naidu 

Extractive
-
Automatic 
Keyword 

The similar 
title in five 
different 
Telugu e-

key- 
word 
extractio
n technic  

Extraction Newspaper
s to check 
the 
similarity 
and 
consistency 
in 
summarize
d results. 

2 Yan Du fuzzy 
logic 
rules, 
multi-
feature 
and 
Genetic 
algorithm 

used fuzzy 
logic to 
calculate 
the final 
score  

Sometim
es leads 
to over 
fit  

3 Angel 
Hernand
ez-
Castaned
a 

Lexical-
Semantic 
Keywords 
 

The most 
relevant 
information 
for 
generating 
good-
quality 
summaries 

system is 
language 
and 
domain 
independ
ent 

4 Rana 
Alqaisi 

Used 
evolutiona
ry multi-
objective 
optimizati
on with 
K-medoid 
clustering 

Optimized 
redundancy
, and 
relevancy 

Can use 
Genetic 
Algorith
m to find 
the 
optimal 
weights, 
not 
encounte
r 
coherenc
y or 
readabilit
y of the 
generate
d 
summary 

5 Fucheng 
You 

Fusion 
and 
Semantic 
Relevance 
based on 
Fine-
tuning 
BERT(TI
F-SR) 

abstractive 
summarizat
ion 

system is 
language 
independ
ent 

 

3. PROPOSED METHODOLOGY 

 It's a time-consuming and difficult process 
to read massive, lengthy documents. A summary of 
the same document provides an overview of the 
content. For inputted documents, the summary can 
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be generated. This work proposes a Telugu text 
summarization using a new hybrid method that 
combines Histo-enthalpy Fuzzy C-means 
Clustering and Median Support Based Grasshopper 
Optimization Algorithm (MSGOA). Initially, input 
documents are given to the pre-processing stage for 
the text summarization purpose. After combining 
all of the papers, the output document is processed. 
Tokenization, stop word elimination, stemming, 
and N-gram are some of the features available. 
Sentences are ranked by assigning weights and are 
ranked depending on their weights in Histo Fuzzy 
C-means Clustering and Sentence Ranking. Highly 
ranked sentences are taken from the input 
document, resulting in a high-quality summary of 
the document. The MSGOA ranking is used to 
choose the sentences that will be featured in the 
summary. The sentences with the highest ranking 
are chosen. The sentences that aren't important are 
removed here[33-40]. Finally, the phrases are put 
together to make an informative and short 
summary. The block diagram of the presented 
methodology is given in figure 1. 

 

 

Figure 1: MSGOA sentence selection based block 
diagram  

 

3.1 Preprocessing 

The method of preprocessing for the 
detection of raw text reports for the input 

document(D) is first required for the development 
of text summarization. Tokenization, stop word 
removal, stemming, and N-gram are all examples of 
fundamental preprocessing. 

3.1.1 Tokenization 

Tokens are phrases, symbols, or other 
meaningful items that are used to break down a 
stream of text into words. To select a relevant 
sentence it requires the weight of the sentence. To 
find the weight of sentence required the verb 
weight for that splitting of the sentence as token. In 
generally tokenization is identified by the space in 
the given sentence. At its most basic level, text data 
is just a group of characters or a single word. Those 
words are required for any information retrieval 
processing. As a result, tokenization of documents 
is a prerequisite for a parser. 

3.1.2     Stop word removal 

Most commonly used words like 'the,' 'a,' 
'and,' and 'this' are deleted from the textual data, 
which lacks semantic information, in this step. 
They are ineffective when it comes to document 
classification. As a result, they'll have to go. The 
creation of a stop words list, on the other hand, is 
difficult and inconsistent between textual sources. 
This method also decreases the amount of text data 
and boosts the system's efficiency. These words 
appear in every text document, although they are 
not required for text mining applications. 

3.1.3    Stemming of Telugu language 

Stemming is somewhat difficult Telugu 
type languages. By removing suffixes and prefixes 
from the words, it transforms them into their basic 
form in English language. The phrases: 
ࣄ࢐న','ऴࣄࡌ','యటం࢐యడం','ऴࡌ','యటంࡌ']
న'] might all be simplified to a single symbol 
'ऴ࢐యడం'. In Telugu not only these phrases so 
many variants were possible.   

3.1.4 N-Gram stemmers 

Adamson and Boreham came up with this 
technique. The shared diagram method is what it's 
called. A pair of letters is shown in the diagram. 
The shared unique diagram is used to calculate 
association measures between pairs of terms in this 
method.  

As an illustration: learning and learner are two 
words that come to mind. 

le ea rn ni in ng learning 
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learner le ea rn ne er er er er er 

In this example, learning contains six 
distinct diagrams, while learner has five distinct 
diagrams; these two words share three distinct 
schematics: le, ea, and rn. After determining the 
number of distinct diagrams, the Dice coefficient is 
used to calculate a similarity measure based on the 
distinct diagrams. [26], which is the definition of 
the dice coefficient. 

S=2C/ (A+B)              (1) 

3.2 Histo-Enthalpy Based Fuzzy C-means 
clustering 

To improve the pre-prepared text 
documents histogram equalization is used. This 
works by thinking about just little areas and 
performs contrast upgrade of those regions of 
documents. Histogram equalization is represented 
by using the condition (2), 

d

n

I
HH

1
              (2) 

Hdis the collective histogram function value in the 
text document reports. Enthalpy-based fuzzy c-
means clustering method clusters raw text 
document reports.  

Algorithm 1: Pseudo-code for Histo-Enthalpy Based 
fuzzy C-means Clustering  

A histogram is a careful depiction of the circulation 
of mathematical information. The clustering steps 
are according to the accompanying algorithm1, 

Stage 1: The enthalpy count for the histogram text 
document is given in condition (4). 

 d
y HMax

E
1

                       (3) 

  y
ts EeBAS i *11),( )(        (4) 

At this time, equation (3) is multiplied with the 
enthalpy function of equation (4) for improved text 
documents. 

Stage2: Afterward the enthalpy measure, the 
enlargement action is one of the bases of 

morphology handling is utilized. A Is expanded by

B , composed as BA   characterized as: 

   ABzBA z 
ˆ         (5) 

Amongst them,   is for the unoccupied set, A is 

for the organization component, and B̂  is for the 

imprint of assortment B . To put it plainly, that A
is distended by B  is the set shaped by the 
preliminary opinion seats of entirely essential 
fundamentals. Here, the pre-processed Text 
Documents are grouped into clusters. The 
clustering is to minimalize the cost function. 


 




n

k

C

c

ck
m
kc

c BAS

vxu
I

1 1

2

),(
          (6) 

With constraints of,  





C

c
kckc uu

1

,10,1
            (7) 

By the side of this point, cv  is the centroid of thc

cluster, kcu  labels the fuzzy association of thn text 

document in the direction of thc cluster, m depicts 
the fuzziness of calculating [m ≥ 1], anticipated for 
example, slighter m recommends crisper grouping 

as well as . attitudes for some norm. Here, it is 

Euclidean distance. Cluster Centre is calculated as, 







n

k kc

n

k kkc

c
u

xu
v

1

1

                   (8) 

Therefore, matrix U = [ kcu ] as well as vector V = [

cv ] necessity be efficient as declared by (8) in 

addition to (9) up until received the stopover 
criterion characteristically as 

Input: Pre-processed text document d 

Output: Clustered text document reports 

set the random centroid of the cluster 

1n az 

Repeat 

Enthalpy computation using condition (3) 

Compute the cost function of cluster using 
condition (6)  

Upgrade the cluster by condition (8)   

1 nn  

Until stopping condition reached 

Return clustered text document reports cI  
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 )1()( tUtU              (9) 

At this point,   signifies the threshold limit. This 
enthalpy based fuzzy c-means clustering process; 
actual features are extracted on behalf of Cluster 
processing. 

3.2.1 Sentence ranking 

The approach of establishing the rank of 
each sentence as well as the peak hierarchical 
semantic sub-graphs is known as sentence ranking. 
To identify a most mono semantic network and 
semantic consistency throughout the sentence, the 
procedure only looks at the first rated rich semantic 
sub-graph. The average weight of each word and 
the average weight of the full sentence are 
calculated using (10) and (11). The frequency with 
which the phrase concept is used determines its 
importance (Word net usage popularity). The letter 
M gives the total number of tokens in a sentence 
(11). In the line “܌ࡌ త࣋ۯ ߘ ప޴ ࡹߖటद” in 
this the word " ܌ࡌ " has only one concept (one 
sense) and hence has a weight of 10. Each of the 
three notions (senses) in the word "޴టद" has a 
weight of one (10, 7, and 6). In the word " ࣋ۯ 
పࡹߖ," there is only one notion with a weight of 
ten. Based on these values, the output rank values 
of these sentence rich semantic sub-graphs are (10, 
9, and 8, 6).  

C wht = 10 * (5 * ((n-1)/N))                                             
(10) 

S wht = (∑ Mm=0 C wht)/M                                       
(11) 

3.3 Median Support Value based 
Grasshopper Optimization Algorithm 
(GOA) 

              The median support value estimation is 
defined on extricated ranging estimates such as P 
and Q is signified in condition (12).  

QP
QPS 

 )(~
     (12) 

Where P signifies the received feature extracted 
Text, Q signifies the time of input Text Document 
arrival. 

 The inquiry cycle is intelligently 
partitioned into two stages: exploration and 
exploitation, thanks to meta-heuristic calculations. 
The exploration phase is characterized by 
grasshoppers' long-range and unexpected 

developments, whereas the exploitation phase is 
characterized by neighborhood developments in 
search of better food supplies. The Support Value, 
as well as a numerical model for this behavior, are 
described. 

SAGSx ii

~
  (13) 

Where, ix  - ith position grasshopper, 

 iS - Social connection in a gathering,  

G -Power of gravity on the i  grasshopper,  

A  - Wind direction. B 

Elaborating iS , G  and A  in (13), the 

equation is:  

  Seueg
d

xx
xxsx wg

ij

ij
N

jj
iji

~
ˆˆ

1,1




 


(14) 

Where, rl
r

efers 
)(  indicates the number 

of grasshoppers and denotes a function modeling 
the effect of social relationships.  

Distance is calculated as ijij xxd  . 

Because grasshoppers discover acceptable zones 
quickly and have less convergence, then the 
equation rewritten as: 

  ST
d

xx
xxs

lbub
ccx d

ij

ij
ij

N

ijj
i

~~

2,1











 
 



                      (15) 

Where lb and ub - Characterize the upper and lower 
limits of rank,  

T
~

 - Value comparative with the objective 
(best arrangement found up until now),  

c - Diminishing coefficient (sentence 
ranking function) that the cycles of misuse adjust 
and investigation, which is characterized as below: 

IMax

cc
Icc minmax

max


       (16) 

Where, maxc  - Most extreme value (nearly 1),  

minc  - Smallest value,  
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I  - Current iteration,  

IMax  - Maximum no. of cycles.  

Enhancement was mentioned in algorithm 1. 

Initialize the ranking position and the 
parameters 

Initialize maxc , minc , and IMax as the 

Maximum no. of iterations 

Ascertain the ranking of each search operator 
and let T characterize the best ranking 

while ( IMaxI  ) do 

Compute sentence ranking fitness utilizing 
condition (16) 

      for Ni :1 do 

             Update ix utilizing condition (14) 

             Compute the ranking 

             if current sentence ranking fitness is 
worse than target ranking then 

ix behaviour utilizing condition (15) 

             end if 

             Carry the current search agent back if it 
goes outside the 

limits   

       end for 

       Update T and position 

1 II  

end while 

Return the target selecting ranking and position 

Algorithm 2: Median support value based Grasshopper 
Optimization Algorithm. 

4. RESULTS 

In this, we clearly stated the analysis of 
results and comparing with other results. The 
dataset we chosen is online research dataset used 
for the analysis of results approaches and 
comparing with other research approaches. This 
work is implemented using java platform. 

 

 

4.1 Performances Measures 
The statistical metrics of Accuracy, F-measure, 
Recall and Precision can be expressed in the terms 
of summary. Using the statistical indicators 
indicated in this part, we examine the performance 
of our planned work. 
4.1.1 Accuracy 

Accuracy will gives the correctness of 
our work and it is mentioned as the number of 
correct predictions /the total number of 
predictions.  Number of correct predictions-
(TN+TP), Total no. of Predictions-(

FPFNTPTN  )  

FP)FNTP(TN

TP)TN(
Accuracy 




   (17) 

Where, TN is true negative, TP is the true positive, 
FP is the false positive, and FN is the false 
negative.  
4.1.2 Recall 

Precision is a metric for how relevant the 
extracted phrases are, whereas recall is a metric for 
how many truly relevant results are produced when 
utilizing equations (18), 

Summary Provided 

Summary ProvidedSummary  Extracted 
Re


call

      (18) 

4.1.3 Precision 

Precision is the proportion of the predicted 
positive instances that were correct text size, as 
calculated using equation (19), 

Summary Extracted 

Summary Provided Summary  Extracted 
Pr


ecision

 
(19) 

4.1.4 F-measure 

It is a measure of a test's accuracy. 
Maintain a balanced state among the Recall and 
Precision is given in equation (20),

 

RecallPrecision 

Recall2Precision 




Fmeasure
         (20) 

Figure 2 shows the performance metrics Recall, 
Precision, F-measure, Time and Accuracy for 
different number of iterations are taken, and 
agreeing with the below figure when the iterations 
are 600 or advanced; then the performance extents 
it’s extreme and become stable. 
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Table 1:  Sentences With And Without Stop Words Of Telugu Text. 

S.No Sentences with and without Stop words Total 
Word

s 

1 ఇܾవ࡯ సంవతझ घࣃ ,ࡹలࡌ ࡛ द ࠪరठంࡹ సࠪۧߖࡌऒ  ఉతओ ల సంఖङࡌకࡍయగల పۯ फޒ  
ऒࡓఇంట ޴ఇ ,޴ంڵࡍ߭ ڴతంࡎప࢑ झۃంޣ ࠆఆ ݋  (IoT) ࣄޓࡍ޳ ڕం޴ 

ఇܾవ࡯సంవతझ సంఖङࡹలࡌ పࡍకࡱࡌసࠪۧߖࡌऒ ఉతओ घࣃయగలۯफޒ दࡌ घ ర ठం࢑పࡎతం߭ڴ
ऒࡓऴప࠭ఖఇంట ,޴ంڵࡍ ܽबంۃझ  (IoT) 

In recent years, the number of devices capable of generating information in a smart way has grown 
exponentially, leading to the Internet of Things (IoT) 
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2 

IoT పࡍకరం ࣃघ दऔࡗ झߕ࣊ ,ߤ వ۪ऐڒ కరంࡍన ప࢙࡯ޘ ߕ޼ఏ ڼ࡯ంచగࡍధ ޳ࡶ ݋ऱࠏܼ ,࡛ , 
ఇ޴ ऴڜతफ సࠪۧߖࡌऒ  పంపగల޳ࡶ ޶ ఉతओ  ޶యగలۯ फޒ

IoT పࡍకరࣃघ दऔࡗ झߕ࣊ ,ߤ ࡛, 
ऒߖࡌతफసࠪۧڜకరంపంపడంࡍపڼ࡯ంచగࡍఇతరధށऱऴܼࠏܼ ఉతओ  ޴फంࣆۯफޒ

IoT device can be smart phone, sensor, tablet or any other wearable device that can send or generate 
new information 
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15 

సమసङ ݡంࡓ 3 లߖ ߘజ సమయంࡹ పࡍషए  ߝంటࢗ ڕలࡏ޳గࡆߖ࢑ త࢑ऴప࠙ ,࡯ంۧࡍ
ࡍڷ ߘలޔबࣄࡍప ݦయܑయబ࡯ޘ फంచࠚ ړߖݞనऒ  ࠾ࡍమ ࣋ۯ ࣒࣊ߦऴ ߘܼݦ న࠳
ࢩ࢑ ऱࢳంࣃ ۯమరबङ ం అవసరం 

సమసङ లߖߘజసమయంࡹపࡍషए झ࡯ంۧࡍ నఅవసరంఉం޴, 
మరबङࣃ ऴపऴړయࡔ࢘छ ࢩ࢑ߘܼݦࡏ ऱࣆࢳफం޴ 

Both issues need to be addressed in real time, with the ability to process and analyze different data to 
identify situations where affected customers will be notified immediately 
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11 

4 అం޶వలऱ, ࢑࢙ధङ వङ ࡮ۧ ࣋ۯ ࣒࣊ߦऴ ߘలࡏవన ܼݦ  వసबࡱ ऴߨ-ऴࣄ࣊ߦం޳ࡶ ۃ 
ࢩ࢑ ߘܼݦ అܿవంܽ ,࠼ޑయబడۯ బలవంతం ߖయమۯ ߘకరణނర߄ࣃ ऱࢳంచగల࢓. 
 ࠾ࡍమ ࡱࡏఅవసరం, వన ࡱߘప ۃంࣄ࣊ߦऴ ࡮ۧ ڴరణం߄ࣃ ڕకరణ దశނర߄ࣃ ܼݦ
సమߖ࠻ऒ  ޴ంܿంڕࣆޓ 

వङ࡮ۧ వసबࠚ࢑ࡱనऒ ऐ࣋࣊ߦऴߘలࡏవనܼݦ फࣃ -ߨऴ ,࠼
ऴࣄ࣊ߦంڴझ फࣃۯబలవంతంߘకరణނర߄ ࢩ࢑ߘܼݦఅܿవంܽ ,࠼ ऱࢳంచంݟ. 
ంగओࣄ࣊ߦऴ࡮ۧڴరణం߄ࣃڕకరణదశނర߄ࣃܼݦ  లసమయంఅవసరంࡏవన ,ࡱߘ

Therefore, most systems that process diverse data sources are forced to do pre-processing or 
generalization, which can analyze such data. The data normalization phase usually requires a lot of 
processing tasks, resources and time 
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5 

ऒߖڜ రछߖ ߘయతޓ܉ల߯ స࡮࠮ ࡱߕ߄࢑  ࣕంచړߖݞ ऴపయޒऒ ంۧ࠼, ߭దभ ఐܽࡆ 
టछߜ రए ଊ࠴ ࡎ࠙ ߘతफంࡹ పࡍకࡌలڴࡱ࡮࠮ ޜ పࡍగށంۯటߩओ  నంతڵత ޴ఇ ݡ
సమర बవంతంڴ ఉండ޶ 

రछߖߘల࡮࠮యޓ܉సࡱߕ߄࢑ ࣕంచړߖݞऴపయޒऒ ంۧ࠼, ߭దभIoT 
వ࡛ए ݋ߜ  ల࡮࠮ల߭ߘదभ࠴తफంࡹపࡍకࡌలߘపࡍగణనڕࣆޓړࡹం݄సޔ߱ࡍం޴ 

Some policies have attempted to maintain homogeneity on sources, which may not be effective enough 
when considering large IoT networks as sources with large amounts of devices 
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Figure 2: Performance Estimation During Iteration Related With Other Research Approaches. 
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From table 1 the sentences with and 
without stop word is clearly stated for the Telugu 
text document analysis based on our proposed 
approach techniques. The prediction of Telugu 
document contains the words the stop words are 
removed by the Stemming process of the proposed 
approach of N-Gram stemmers is used to avoid the 
stop words.  

The tenth iteration of performance metrics 
for existing and proposed techniques was in table 2, 
The hundredth iteration of performance metrics for 
existing and proposed techniques in table3, The 
500th iteration of performance metrics for existing 
and proposed techniques in table4, The 600th 
iteration of performance metrics for existing and 
proposed techniques in table5, The 800th iteration 
of performance metrics for existing and proposed 
techniques in table6, the seventh table according to 
the data stated below, the improvement of 
algorithm based on performance as the number of 
iterations increases until it reaches 600 iterations, at 
which point it stabilizes. For iteration, the Median 
Support Value based Grasshopper Optimization 
Algorithm is employed, and each vertex (sentence) 
gets a new weight based on the sentence ranking, 
which is determined by the previous rank of the 
word and weight linking the nodes. According to no 
of iterations the performance esteem changes the 
values iterations of 10, 100, 500, 600, 800, and 
1000. When the iterations increase the accuracy 
value is also increased. 

Table 2: 10th Iterations Varying The Performance 
Metrics Values. 

 10 Iteration 
Preci
sion 

Rec
all 

F-
scor
e 

Ti
me 

Accur
acy 

LexRank 45.36 
51.
02 

44.7
5 

0.7
53 59 

TextRank 47.55 
51.
27 

44.1
2 

0.7
38 65 

Statistical and 
semantic analysis 54.3 

55.
94 

55.9
4 

0.6
21 69 

PageRank 50 50 50 
0.7
69 72 

Modified PageRank 62.9 
67.
51 

61.9
1 

0.6
59 75 

Proposed 66.78 
66.
89 

63.8
9 

0.4
62 81 

 

 

 

Table 3: 100th Iterations Varying The Performance 
Metrics Values Of The Proposed Approach. 

100 Iteration 
Preci
sion 

Rec
all 

F-
scor
e 

Ti
me 

Accur
acy 

LexRank 46.3 
56.
35 

45.1
2 

0.8
96 63 

TextRank 48.26 
54.
65 

44.3
9 

0.8
39 67 

Statistical and 
semantic analysis 51.48 

56.
32 

56.3
2 

0.7
89 68 

PageRank 51.36 
51.
36 

51.3
6 

0.8
13 70 

Modified PageRank 62.76 
67.
43 

61.7
6 

0.8
04 74 

Proposed 69.52 
67.
32 

64.3
2 

0.6
78 80 

Table 4: 500th Iterations Varying The Performance 
Metrics Values. 

Table 5: 600thiterations Varying The Performance 
Metrics Values. 

 600 Iteration 
Preci
sion 

Rec
all 

F-
scor
e 

Ti
me 

Accur
acy 

LexRank 49.26 
53.
79 

47.5
6 

1.1
2 60 

TextRank 48.26 
53.
25 

46.5
3 

0.9
85 68 

Statistical and 
semantic analysis 54.68 

55.
34 

55.3
4 

0.9
03 67 

PageRank 50.45 
50.
45 

50.4
5 

1.0
21 73 

Modified PageRank 68.75 
72.
93 

67.9
8 

0.9
87 76 

Proposed 70.13 
75.
36 

67.2
9 

0.8
93 81.25 

 500 Iteration 
Precis
ion 

Rec
all 

F-
scor
e 

Ti
me 

Accur
acy 

LexRank 48.32 
52.3

6 
46.3

2 
0.8
95 61 

TextRank 47.25 
52.3

9 
45.6

3 
0.9
36 67 

Statistical and 
semantic analysis 52.36 

60.2
5 

60.2
5 

0.8
23 70 

PageRank 48.3 48.3 48.3 
0.8
53 71 

Modified PageRank 64.6 
70.2

7 
64.1

2 
0.8
92 73 

Proposed 67.12 
73.5

6 
65.2

5 
0.7
85 80.56 
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Table 6: 800thiterations Varying The Performance Metrics 

800 Iteration Precision Recall F-score Time Accuracy 

LexRank 50.36 54.68 48.32 1.352 62 

TextRank 50 55.65 47.56 1.263 69 

Statistical and semantic analysis 57.32 57.62 57.62 1.124 71 

PageRank 56.23 56.23 48.28 1.356 74 

Modified PageRank 68.75 72.93 67.98 1.254 76 

Proposed 69.2 73.89 69.12 0.935 82.48 

 

Table 7: 1000thIterations varying the performance metrics. 

 

 

Table 8: Iterations varying the performance metrics values of the proposed approach 

 

Table 7 and Figure2 shows the difference 
between the current research performances metrics  
other results LexRank, TextRank, Statistical and 
semantic analysis, PageRank, Modified Page Rank 
results. The dataset used in the proposed work is 
online research article dataset. The value prediction 

of Precision, recall, f-measure, time and accuracy 
are derived according to the proposed MSGOA. 
Figure 3 estimates the number of data that is 
sentences given increases the performance 
measures in Accuracy, Recall, Precision, F-score 
and Time. 

 

 

. 

1000 Iteration Precision Recall F-score Time Accuracy 

LexRank 51.03 56.5 50.86 1.632 63 

TextRank 50.88 56.22 49.81 1.596 70 

Statistical and semantic analysis 57.62 58.8 58.2 1.496 71 

PageRank 54 47 51 1.523 75 

Modified PageRank 68.75 72.94 67.98 1.456 78 

Proposed 72 75.69 70.56 1.236 84 

*Iterations Precision Recall F-score Time Accuracy 

10 66.78 66.89 63.89 0.462 81 

100 69.52 67.32 64.32 0.678 80 

500 67.12 73.56 65.25 0.785 80.56 

600 70.13 75.36 67.29 0.893 81.25 

800 69.2 73.89 69.12 0.935 82.48 

1000 72 75.69 70.56 1.236 84 
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Figure 3: Performance Estimation Of Sentences Related With Other Research Approaches. 
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5. CONCLUSION 

The research article concludes that the 
Telugu language Text summarization attains the 
basic stages of preprocessing, Tokenization, Stop-
word removal and stemming using the clustering 
method of fuzzy C-means combined with Histo-
Enthalpy based. After that ranking selection of text 
Optimization technique used is Median Support 
Based Grasshopper Optimization Algorithm 
(MSGOA) successfully attained the summary. The 
results are derived finally with proposed 
approaches to predict the text summary accurately. 
The results show that as the number of iterations 
grows, the median support value based Grasshopper 
Optimization Algorithm (GOA) produces better 
outcomes. This investigation, according to past 
studies, has superior outcomes than the others. This 
study's final accuracy rating is 84%. 
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