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ABSTRACT 
 

In this paper, the link strength of each network switch in Software Defined Networking (SDN) environment 
system is analyzed into either good or bad using the proposed deep learning approach. This proposed 
method is designed with two modules as feature computation and Convolutional Neural Network (CNN) 
architecture. The feature computation module computes the intrinsic feature values of each network switch 
in SDN, and these intrinsic features are trained and classified into either good or bad using the proposed 
CNN architecture. The performance of the proposed SDN system is analyzed using the parameters 
precision, recall, accuracy, average detection rate, Packet Delivery Ratio (PDR) and latency. 

Keywords: SDN, Deep Learning, Network, Switch, Precision. 
 
1. INTRODUCTION  
 

In past two decades, hardware 
architectures are used for security mechanism in 
many networking areas. This requires large number 
of resource elements and more expensive during the 
security maintenance. In order to overcome such 
drawbacks in hardware-based security 
architectures, the software architectures are now as 
days used for security mechanism. The 
implementation of these software architectures for 
the security enhancement in networking is called as 
Software Defined Networking (SDN). In SDN 
architectures, the control plane and the data plane 
are used to handle the data flow in and out the 
entire networking system. The specification of the 
reliable networking requirements is obtained from 
the user environment, and they are fed into control 
plane in SDN networking system [8-12]. The 
control plane in SDN networking system sends the 
requirement specifications to the data plane to 
process further. The data plane in SDN creates the 
virtual networking environment using Application 
Program Interfaces (API) modes. Network 
Functions Virtualization (NFV) method is used in 
SDN networking environment to provide the 

security management in networking devices in 
SDN system. All the SDN networking system can 
be operated or functioned using distributed 
architecture to process or handle the data. The 
center of the SDN networking system is centralized 
console which is the main responsible for the entire 
processing of the demands in SDN.  The control 
plane is called as the centralized console in SDN 
architecture. The application plane in SDN is fully 
responsible for load abstraction, management of 
data and controls between various planes and 
improving the security protocols to prevent the 
entire SDN architecture from the various active and 
passive attacks [13-15]. 
The SDN architecture which is depicted in Fig.1, is 
designed with number of networking devices. 
These networking devices are more responsible for 
data and control transfer between the entire 
modules of SDN architecture. Due to the non-
reliability and scalability of the networking devices, 
the malicious attacks will occur in these devices. 
Due to this, the networking devices become 
malicious networking devices which affect the 
performance of the entire SDN networking system. 
The greater number of presences of the malicious 
networking devices in SDN networking 
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architecture, the link failures occur which causes 
the severe data losses. In order resolve such 
limitations; this paper develops the novel and 
efficient mechanism for identifying the networking 
devices with bad link strength in SDN system is 
analyzed using the parameters precision, recall, 
accuracy, average detection rate, Packet Delivery 
Ratio (PDR) and latency which was elaborated in 
the literature survey by the various researchers.  

The paper is structures as section 2 presents the 
existing security mechanisms for preventing link 
failures in SDN, section 3 provides the novel 
architecture for improving the performance of the 
SDN, the experimental results are discussed in 
section 4 and section 5 concludes the paper. 

 

Figure. 1 SDN Architecture 

2. LITERATURE SURVEY 
 
Sugandhi Midha et al. (2021) detected and 

mitigated anomalies in SDN networking 
environment using defensive authentication 
approach. The authors created much intermediate 
protocol mechanism for improving the security 
authentication and the developed security 
authentication system detected Denial of Service 
attacks in SDN networking system. The authors 
analyzed this developed security authentication 
mechanism with respect to various performance 
metrics. Midha et al. (2020) detected and mitigated 
DDoS attacks in SDN networking environment 
using machine learning algorithm. The author used 
Support Vector Machine (SVM) algorithm for 
detecting and mitigating the DDoS attacks in SDN 
networks. 

The PDR analysis of this work was made by the 
authors to implement the various routing 
framework protocols to test the performance of the 
attacks in this networking area. Saravanan et al. 
(2022) designed a policy enforcement system for 
implementing various security mechanisms in 
Privacy Preserving using Enhanced Shadow 
Honeypot technique for Data Retrieval in Cloud 
Computing system. The authors developed a new 
paradigm which was used to secure the data plane 
to provide reliable security authentication between 
networking devices and the networking 
environment. The authors analyzed the 
effectiveness of the designed Enhanced Shadow 
Honeypot technique to verify the security 
mechanism of the networking system. Woosik Lee 
et al. (2017) developed security constrained SDN 
architecture for preventing the security threats 
between the control and data plane. The authors 
framed Network Functions Virtualization (NFV) 
approach for improving the security authentication 
in SDN networking environment. The developed 
SDN architecture was tested and verified by 
different algorithms in order to verify the security 
mechanism. Jo et al. (2013) developed Service 
Overlay Networking Protocol (SONP) for 
providing the security mechanism between the 
control plane and the data plane in SDN networking 
system. This overlay protocol prevented un-
authorized spoofing and other similar attacks from 
the SDN networking in this work. 
 
3. PROPOSED METHODOLOGIES 
 

In this work, the link strength of each 
network switch in SDN network environment is 
analyzed into either good or bad using the proposed 
deep learning approach. This proposed method is 
designed with two modules as feature computation 
and CNN architecture. The feature computation 
module computes the intrinsic feature values of 
each network switch in SDN, and these intrinsic 
features are trained and classified into either good 
or bad using the proposed CNN architecture.  

Fig. 2 (a) shows the proposed link failure 
detection methodology using deep learning 
approach during the training of network switch 
links and Fig.2 (b) shows the proposed link failure 
detection methodology using deep learning 
approach during the testing of network switch link. 
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(a) 

 
(b) 

Figure 2 (a) Proposed Link failure detection 
methodology using deep learning approach (a) Training 
of network switch links (b) Testing of network switch link 

 

Figure. 3 Feature computations 

3.1 Feature Computations 
In this work, the SDN network system 

with two clusters is shown in Fig.3. The cluster 1 of 
the SDN network consists of seven numbers of 
network switches named as NS1, NS2…. NS7. The 
cluster 2 of the SDN network consists of seven 

numbers of network switches NS8, NS9, NS10, 
NS11, NS12, NS3, NS2. The network switches 
NS2 and NS3 are lying in both clusters in this SDN 
network system. The strength of the network switch 
is determined by its surrounding network switch 
links with it. In this work, the network switch NS1 
is tested for its link strength with respect to its 
surrounding network switches. 
Features are computed for each network switch 
based on the packet handling capability and 
buffering period of the packets in each network 
switch. In this work, the following intrinsic features 
are computed from each network switch. The 
Packet Index Weight (PIW) of each network switch 
is determined using the following equation. 

 
Whereas  and are the packet counts during 
transmission and during reception over the period 
‘t’ and N is the total number packets over the 
processing time ‘t1’ 
The PIW feature determines the packet handling 
capability of each network switch with respect to 
the center network switch.’ 
The Packet Buffering Time (PBT) of each network 
switch is determined using the following equation. 

 
Whereas  is the buffering time of each network 

switch,  and  are the transmitting and receiving 
time period respectively. 
The Loss Index Metric of each network switch is 
determined using the following equation. 

 
Whereas  is the packet loss of the network switch 
during transmission and receiving the packets over 
the time period ‘t’. 
 
3.2 Classifications 

In this work, the features from the network 
switch with good link and the features from the 
network switch with bad link are computed. The 
computed intrinsic features from both categories of 
network switches are trained by the proposed deep 
learning structure. The feature from the network 
switch (to be tested) is computed and they are fed 
into the proposed deep learning structure using the 
pre trained feature patterns. For both training and 
classification of links of each network switch, the 
same CNN architecture is used. 
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Figure. 4 Proposed CNN Architecture 

The proposed CNN architecture is designed with 
six numbers of Convolutional Layers (CL), six 
numbers of Down Sampling Layers (DSL) and two 
numbers of Fully Connected Neural Networks 
(FCNN). This CNN architecture is structured into 
three vertical modules. Each vertical module 
consists of two CL layers and two DSL layers as 
depicted in Fig.4. The computed feature map (FM) 
is fed into three vertical modules.  
Each CL layer in first vertical module is designed 
with 32 filters with a stride of 1*2. Each CL layer 
in second vertical module is designed with 64 
filters with a stride of 1*1. Each CL layer in third 
vertical module is designed with 128 filters with a 
stride of 1*2. The CL layer in this architecture 
convolved the FM with its kernel and produces the 
Convolved Matrix (CM). The size of this CM is 
further reduced by passing this CM through DSL 
layer. The same functionality is done in other CL 
and DSL layers also. The final responses from 
DSL2, DSL4 and DSL6 are integrated using the 
concatenation function and the concatenated matrix 
is now fed into dense layers. In this work, two 
FCNN layers are used, in which FCNN1 is 
designed with 1024 fully connected biased neurons 
and the FCNN2 is designed with 15 fully connected 
biased neurons. The number of FCNN layers and its 
fully connected biased neuron count is chosen after 
several iterations in this work to produce the 
significant results. The final output from the FCNN 

2 layer is fed into SoftMax layer, where the 
normalization process is done on this layer to 
produce the binary value. The binary value ‘0’ is 
representing ‘bad’ strength and the binary value ‘1’ 
is representing ‘good’ strength. 
 

 

Figure. 5 Comparison of strength detection systems 

 

Figure. 6 Comparison of SDN systems using ALDR 

 
4. RESULTS AND DISCUSSIONS 

This proposed design methodology is 
simulated in Network Simulator version 2 with 100 
numbers of network switches and three numbers of 
SDN controllers. The baud rate between each 
network switches is set to 120 Mb/sec and the baud 
rate between network switch and the SDN 
controller is set to 200 Mb/sec. The initial 
throughput of each network switch in this work is 
set to 15,000 b/sec and the number of low strength 
network switches (bad link) are set to 15 and the 
number of high strength network switches (good 
link) are set to 10. The following tables show the 
Margin specifications, Performance comparisons of 
proposed network switch bad link strength 
detection system, Performance comparisons of 
proposed SDN system using ALDR, Performance 
comparisons of proposed SDN system using 
ALDR, Performance comparisons of PDR for SDN 
System, Performance comparisons of Latency for 
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SDN System, Performance comparisons of 
proposed SDN system with respect to different 
CNN structures and Performance comparisons of 
proposed SDN system with respect to different state 
of the art methods. 

Table 1: Margin specifications 
CNN 
architectures 

Total 
network 
switches 
with good 
links 

Correctly 
detected 
network 
switches 
with good 
links 

GLDR 
(%) 

Modified 
VGG-16 

85 84 98.8 

Conventional 
VGG-16 

85 79 92.9 

Table 2: Performance comparisons of proposed network 
switch bad link strength detection system 

CNN 
architectures 

Total 
network 
switches 
with good 
links 

Correctly 
detected 
network 
switches 
with good 
links 

BLDR 
(%) 

Modified 
VGG-16 

15 14 93.3 

Conventional 
VGG-16 

15 12 80 

Table 3: Performance comparisons of proposed SDN 
system using ALDR 

CNN architectures ALDR 

Modified VGG-16 96.05 

Conventional VGG-16 86.25 

The performance of the designed system for link 
strength detection of the network devices are 
analyzed using Good Link Detection Rate (GLDR) 
and Bad Link Detection Rate (BLDR). The GLDR 
is defined as the ratio between the number of 
correctly detected network devices with good links 
and the total network devices with good links. The 
BLDR is defined as the ratio between the number 
of correctly detected network devices with bad 
links and the total network devices with bad links. 
Both GLDR and BLDR are determined in %. The 
percentage value of the measured parameters 
indicates that the system performance is high for 
SDN networks. 

Table 4: Performance comparisons of PDR for SDN 
System 

Presence of 
network switch 
with bad links 

PDR (%) 

Modified 
VGG-16 

Conventional 
VGG-16 

1 99.7 97.1 

2 99.1 96.2 

3 98.7 95.7 

4 98.4 95.1 

5 98.1 94.7 

6 97.9 94.1 

7 97.5 93.9 

8 97.1 93.8 

9 96.7 93.5 

10 96.3 93.2 

11 96.1 92.7 

12 95.7 92.5 

13 95.3 92.1 

14 95.2 91.6 

15 94.9 91.1 

Table 5: Performance comparisons of Latency for SDN 
System 

Presence of 
network switch 
with bad links 

Latency (ms) 

Modified 
VGG-16 

Conventional 
VGG-16 

1 1.2 3.87 

2 1.28 3.92 

3 1.56 4.98 

4 1.92 5.36 

5 2.03 5.93 

6 2.18 6.29 

7 2.93 6.57 

8 3.01 6.86 

9 3.28 6.95 

10 3.56 7.12 

11 3.98 7.46 

12 4.28 7.95 

13 4.76 8.46 

14 4.97 8.97 

15 5.29 9.89 

 
Table 1 is the performance comparisons of 
proposed network switch good link strength 
detection system. The modified VGG-16 detects 84 
network switches with good links over 85 network 
switches with good links. Therefore, the value of 
GLDR is about 98.8%. The conventional VGG-16 
detects 79 network switches with good links over 
85 network switches with good links. Therefore, the 
value of GLDR is about 92.9%. 
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Table 6: Performance comparisons of proposed SDN 
system with respect to different CNN structures 

CNN 
architectures 

Pr (%) Re (%) Acc (%) 

Modified 
VGG-16 

98.1 98.6 98.5 

Conventional 
VGG-16 

95.3 95.9 95.8 

Table 7: Performance comparisons of proposed SDN 
system with respect to different state of the art methods 

CNN 
architectures 

Pr (%) Re (%) Acc (%) 

Modified 
VGG-16 

98.1 98.6 98.5 

Conventional 
VGG-16 

93.8 94.6 95.6 

Ref [2] 93.1 94.8 95.1 
 
Table 2 is the performance comparisons of 
proposed network switch bad link strength 
detection system. The modified VGG-16 detects 14 
network switches with good links over 15 network 
switches with good links. Therefore, the value of 
BLDR is about 93.3%. The conventional VGG-16 
detects 12 network switches with good links over 
15 network switches with good links. Therefore, the 
value of BLDR is about 80%. 
The Average Link Detection Ratio (ALDR) is 
defined as the average value of the GLDR and 
BLDR. In this work, the ALDR is about 96.05% 
using the modified VGG-16 architecture. The 
conventional VGG-16 obtains 86.25% of ALDR for 
the SDN system. Table 3 shows the performance 
comparisons of proposed SDN system using 
ALDR. 
Table 4 is the performance comparisons of PDR for 
SDN system. The number of presences of network 
switches with bad links reduces the PDR rate 
significantly. The proposed SDN system is tested 
with modified VGG-16 and conventional VGG-16 
CNN structures. The PDR of the proposed SDN 
system using modified VGG-16 is significantly 
higher than the PDR value of the SDN system using 
conventional VGG-16 structure. 
The proposed SDN system using modified VGG-16 
structure obtained 99.7% of PDR if the one number 
of network switch with bad links. The proposed 
SDN system using modified VGG-16 structure 
obtained 94.9% of PDR if the 15 number of 
network switch with bad links. 

 

Figure. 7 Comparison of SDN systems with respect to 
different CNN Structures 

 

Figure. 8 Comparison of SDN systems with respect to 
different state of methods 

Table 5 is the performance comparisons of latency 
for SDN system. The number of presences of 
network switches with bad links increases the 
latency significantly. The proposed SDN system is 
tested with modified VGG-16 and conventional 
VGG-16 CNN structures in terms of latency. The 
latency of the proposed SDN system using 
modified VGG-16 is significantly lower than the 
latency value of the SDN system using 
conventional VGG-16 structure. 
The proposed SDN system using modified VGG-16 
structure consumed 1.2 ms of latency if the one 
number of network switch with bad links. The 
proposed SDN system using modified VGG-16 
structure consumed 5.29 ms of latency if the 15 
number of network switch with bad links. 
Further, the proposed SDN system is analyzed 
using sensitivity, specificity and accuracy rate using 
the following equations. 
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Whereas correctly detected network switches with 
good links and bad links are denoted by TP and TN 
respectively. The wrongly detected network 
switches with good links and bad links are denoted 
by FP and FN respectively. 
The computed values of Pr, Re and Acc are in % 
and they are varied between 0 and 100 in values. 
Table 6 shows the performance comparisons of 
proposed SDN system with respect to different 
CNN structures Modified VGG-16 and 
Conventional VGG-16. The proposed SDN system 
using modified VGG-16 structure obtains 98.1% 
Pr, 98.6% Re and 98.5% Acc. The conventional 
VGG-16 structure obtains 95.3% Pr, 95.9% Re and 
95.8% Acc. 
Table 7 is the performance comparisons of 
proposed SDN system with respect to different state 
of the art methods. From 7, the proposed SR system 
using modified VGG-16 structure obtains 
significant simulation results when compared with 
other state of the art methods. 
 
5. CONCLUSIONS 

 
In this paper, the SDN system is designed 

using modified VGG-16 architectures. The 
proposed SDN system using modified VGG-16 
structure obtained 99.7% of PDR if the one number 
of network switch with bad links. The proposed 
SDN system using modified VGG-16 structure 
obtained 94.9% of PDR if the 15 number of 
network switch with bad links. The proposed SDN 
system using modified VGG-16 structure consumed 
1.2 ms of latency if the one number of network 
switch with bad links. The proposed SDN system 
using modified VGG-16 structure consumed 5.29 
ms of latency if the 15 number of network switch 
with bad links. The proposed SDN system using 
modified VGG-16 structure obtains 98.1% Pr, 
98.6% Re and 98.5% Acc. The proposed SR system 
using modified VGG-16 structure obtains 
significant simulation results when compared with 
other state of the art methods. The future work of 
the efficient link strength classification system for 
software defined networking using deep learning 
approach can be investigated by using unsupervised 
learning methods. 
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