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ABSTRACT 
 

In the digital world, online base network communication increased significantly. Cause of this, numerous 
cyberattacks occur every day and create a challenge for the network system to identify that intrusion on time. 
In addition, within the network, we cannot ignore the existence of intruders as they can launch many harmful 
cyberattacks. An intrusion detection system is the most valuable technique to help prevent network systems 
by investigating the network traffic. There are many intrusions detection research has been conducted. 
However, intrusion detection system still has some research gap and challenges that need to be improved to 
detect the accuracy of new intrusions. For this purpose, current artificial intelligence-based approaches, 
especially machine learning (ML) and deep learning (DL), are highly capable of intrusion detection in a 
network system. Both methods provide accurate outcomes. We proposed a novel, fast, efficient intrusion 
detection technique based on an ensemble classifier. The suggested classifier integrates all votes of the 
classifiers from the various instances that operate hard voting to reach the absolute voted class identity label. 
However, it has been shown on standard datasets of Network Security Laboratory and Knowledge Discovery 
in Databases (KDD). The suggested method acquired the most heightened precision of 98.19%. 

Keywords: Machine Learning; Deep Learning; Artificial Neural Network; Cyber Security; Intrusion 
Detection; Ensemble Method 

 
Proposed Acronyms 
 

ADR  = Attack Detection Rate 
ALDA-EC  = Aggregate Linear Discriminate 
Analyzed - Ensemble Classifier 
ANN  = Artificial Neural Network 
CFS-BA  = Correlation-based Feature Selection-
Bat Algorithm  
CNN  = Convolutional Neural Networks 
CVA  = Cross Validation Accuracy 
DDoS  = Distributed Denial of Service 
DL  = Deep Learning 
DoS  = Denial of Service 
DPA  = Deep Learning Algorithm 
DT  = Decision Tree 
EC  = Ensemble Classifier 
ECA  = Ensemble Classification Algorithme 
FAR  = False Alarm Rate 
FN  = False Negative 
FP  = False Positive 
FSS  = Feature Selection System 
GA  = Genetic Algorithm 
HELAD  = A new incompatibility detection model 
called HELAD 
IDS  = Intrusion Detection System 

IoT  = Internet of Things 
KDD  = Knowledge Discovery Databases 
KNN  = K Nearest Neighbor 
KNNA  = K-Nearest Neighboring Algorithm 
LASSO  = Least Absolute Shrinkage and 
Selection Operator 
LSTM  = Long Short-Term Memory 
ML  = Machine Learning 
MLA  = Machine Learning Algorithms 
MLP  = Multi-Layer Perceptron 
NCF  = network connection features 
NFS  = Network Features Selection 
NN  = Neural Network 
ODA   = Object Detection Algorithms 
PART  = Partial Decision List 
PCA  = Principal Component Analysis 
Probe  = Probing Attack 
PSO  = Particle Swarm Optimization 
RFE  = Recursive Feature Elimination 
R2L  = Remote to Local 
RC  = Random Classifier 
RF  = Random Forest 
SNN  = Standard Neural Networks 
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SVM  = Support Vector Machine 
TML = Traditional Machine Learning 
TN  = True Negative 
TNS  = Traditional neural networks 

TP = True Positive 
U2R  = User to Root 
WEKA  = Waikato Environment for Knowledge 
Analysis 

 
1. INTRODUCTION  

In the last decade, network security has become a 
critical study and the contemporary significance and 
progress in communication and internet technology 
development. These studies typically include IDS 
[1], firewalls, and antivirus software. Network 
security ensures safety from different types of cyber-
attacks. These techniques play an essential role in 
defending the web from cyber-attacks. The high false 
alarm rate is the main problem of IDS, which in 
many cases poses a threat to the situation. The 
presented network problems can induce dangerous 
attacks to be neglected [2]. To decrease the ratio of 
False Alarms (FA) and grow the detection rate, 
researchers have developed various strategies that 
have been used in previous research. The 2nd issue 
with IDS is the weakness in identifying unexpected 
attacks that cause the network circumstances to 
change significantly. ML and DL-based approaches 
in intrusion detection can return outstanding 
performance. [3] focused that the Multi-Layer 
Perceptron (MLP) generalizes architecture’s ability 
with related layers in attacking the Knowledge 
Discovery Databases (KDD) Cup 99. To classify the 
connection records of KDD Cup 99, [4] used support 
vector machines (SVM) and neural networks of 
classical machine learning classifiers. Jordan 
Architecture demonstrates an improved detection 
rate by introducing different experiments and cyber-
attack rules [5]. The researcher suggested a joint 
model detect network intrusion based on tree-based 
algorithms [6]. There are utilized the NSL-KDD 
dataset to evaluate the system. For the cloud 
environment, there were proposed a network-based 
IDS [7]. They used the fuzzy c mean algorithm to 
identify intrusive network behaviors. Their 
clustering method's benefit was its ability to view the 
new attacks. The KDD99 dataset assesses a 
suggested method with an increased detection rate 
and lowers false positive alarms. [8] submitted an 
IDS using bagging ensemble techniques and 
boosting. There are use the tree algorithm as a base 
classifier. To evaluate their proposed method, they 
used the NSL-KDD dataset. The results showed that 
optimal performance was achieved using the 
Bagging Ensemble model and the J48 classifier 
when performing with a subset of 35 selected 
features related to false alarm rates and classification 
accuracy. The significant contribution of this method 
is given below: 

1. We offer an ensemble-based classifier that 
authorizes other networks to work together to 
reach a common objective of intrusion 
detection classification on the NSL-KDD 
dataset. 

2. Out of 41 parts, RFE selects 12 features. 

This article introduces a novel strategy to 
resolve the problems of present network intrusion 
detection and protection technologies. It is 
established on Machine Learning Algorithms (MLA) 
but can be distinguished from different machine 
learning-based methods. Details in the following 
aspects: 
 
1.1 Real-Time Attack Detection 

To identify network attacks in real-time, many 
former experiments utilize non-machine-learning-
based approaches. Therefore, billions of bits per 
second (Gbps) provide a much lower throughput 
than 100 Gbps. Although it uses a machine learning 
strategy, the proposed method may support real-time 
attack detection at traffic rates up to 100 Gbps.  
Machine learning in NIDS has become famous 
because it can detect unknown attacks. Cannot 
deploy machine learning-based algorithms on high 
throughput networks because they operate at 
prolonged speeds to handle Gbps traffic. To resolve 
this type of problem, experts suggest classifying two 
levels. One is for per-packet, and the other is for 
counter-flow detection [11]. 
 
1.2 High Attack Detection Accuracy  

There are differences in the type and behavior 
of network attacks. And for this reason, it may not 
be adequate to use a single approach to identify 
different types of network attacks. Therefore, we can 
say that the suggested method can provide results 
using two-level attack detection. It can detect a few 
attacks by inspecting some packets. Still, in the case 
of many more attacks, the Distributed Denial of 
Service (DDoS) will be able to monitor the behavior 
of large network-wide streams. Hence, the method 
investigates individual packets and utilizes inter-
flow, and in-inflow statistics flows to improve the 
precision of identifying attacks. The method could 
use two classifiers together, gaining much higher 
detection precision than ongoing work.  

Therefore, due to the enormous improvement of 
computer networks and the quick rise of intrusion 
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detection, Cyber security is becoming vulnerable 
daily. From academia and enterprise almost 
globally, the necessity of developing cyber security 
has attracted considerable attention. Even after 
utilizing various security applications such as user 
authentication, data encryption, malware prevention, 
and firewalls, businesses and many organizations 
have been the victims of recent cyber-attacks [12]. 
To hide within the method, attackers can exploit the 
vulnerabilities of the target system and launch 
different types of attacks. This way can leak critical 
information. 

With the advancement of technology, the 
attacks threaten cyber systems' availability, 
integrity, and privacy. Therefore, intrusion detection 
systems (IDSs) [13],[14],[15],[16] need to be 
introduced. Introducing IDSs can protect the system 
from various attacks. IDSs are extensively 
placement on different disseminated systems to 
detect malicious intrusions. Which quickly responds 
to prevent infection and spread in the system. IDSs 
can generally be classified into two main categories 
- inconsistency and abuse detection [17]. Can make 
decisions based on the identification process. I 
designed anomaly detection to detect deviations 
from standard profile behavior to identify malicious 
actions. Similar IDSs perform better at detecting 
new types of attacks. Still, they couldn't avoid a high 
False Positive (FP) rate [18]. 

Furthermore, misuse identification can 
distinguish legitimate instances from malicious 
individuals [19]. Though it cannot detect unknown 
attacks, it does not even notice differences in 
acquaintances. This type of IDS is only reliable for 
detecting known attacks. 

Unluckily, the attackers become more 
sophisticated, and new threats emerge 
simultaneously. Not only this, but vulnerabilities 
also appear rapidly. On the one hand, solving 
complex infrastructure problems increases the risk 
significantly in the short run. Besides this, the need 
for IDS to identify and deal with new attacks has 
been highlighted. Therefore, numerous methods 
have been studied and designed to enhance the 
detection rate and execution of IDSs. One of them is 
machine learning [20],[21],[22], which can apply to 
both anomaly and abuse detection models. IDSs are 
extensively placement on different disseminated 
systems to detect malicious intrusions. Which 
quickly responds to prevent further infection and 
spread in the system. 

When a network is saturated with regular traffic 
flow, identifying an attack with a high Attack 
Detection Rate (ADR) while keeping a False Alarm 
Rate (FAR), only a fraction of the traffic may 

indicate malicious manners. One negative issue with 
the primary idea of requesting ML in IDS is that one 
classifier cannot be powerful enough to create a 
suitable IDS. Thus, investigators have grown up with 
the concept of creating ensemble classifiers for IDSs 
[23],[24]. Usually, the primary target of ensemble 
learning is to mix a separate classifier to make a 
more significant classification decision about the 
objects presented to the input [25]. For instance, an 
IDS dataset could create various classification 
performances to give training for a single classifier 
on different subsets. Therefore, an ensemble would 
average the result of multiple classifiers and thus 
become a more practical option. 

In addition, the multiple attack categories and 
web traffic details pose other challenges for ML as 
they stretch the search position of the issue and 
management to high computational and time 
difficulty [26]. Notably, feature selection has been 
confirmed to be a satisfactory resolution for IDS, 
specifying highly appropriate features and 
eradicating useless ones with the slightest 
degradation of performance [27], [28]. There are 
three primary methods: wrapping, filtering, and 
embedded methods with feature selection. Ratio-
based feature selection is one of the classical filter 
algorithms to gain information, where it represents a 
ratio of knowledge achieved to the report. It reduces 
bias towards many valuable features and solves data 
retrieval errors. However, the summit may be biased 
towards parts with elements used in some cases are 
noticed four components. Unlike the data gain ratio, 
the selection input properties make the most of the 
output and the correlation-based properties. It also 
helps to reduce the redundancy of selected features. 
This algorithm prefers one feature time condition to 
confirm robust relation with results, which can 
flexibly execute in both parts. 

This article proposes an effective practical, 
precision intrusion detection system to detect 
different attacks. First, a nature-inspired feature 
selection algorithm is presented as a traditional 
means of dimensionality decrease and redundancy 
elimination to retrieve a subset of the original 
features. Second, this system's inconsistency 
between normal and malicious traffic harms attack 
detection accuracy. To overcome this problem, the 
solution uses Ensemble Classifier to reduce the bias 
between different training datasets. Feature selection 
and ensemble classifiers are mixed to enhance the 
strength and precision of IDS with less calculated 
time. Finally, a neutral model can be created that can 
detect both famous and rare intruders. The main 
contributions of the work are presented below: 
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 We are proposing a new approach that works. 
This method merges the benefits of feature 
selection and ensemble classifier to achieve 
appropriate intrusion detection. 

 CFS-BA-based methods are provided for 
feature selection. This method is used to 
evaluate the correlation of selected features. 
This method is also effective for optimizing the 
training and evaluation stage. 

 An ensemble method is present to enhance the 
multi-class classification execution on unstable 
datasets by integrating determinations from 
multiple classifiers into one by using a voting 
classifier founded on the Average of 
Probabilities (AOP) combined rule. 

2. LITERATURE REVIEW 

IDS continually attracts the research 
society's concentration as an effective tool in 
computer-based techniques for confirming cyber 
security. Many new solution methods have been 
proposed to enhance the performance of IDS. Only 
Machine Learning-based IDS functions are 
considered here, which use the ensemble classifier, 
mainly focusing on the hybrid approach [29]. 

ML-based Network Intrusion Detection 
Systems (NIDS) have been continuously improved. 
There were limitations to accurately identifying 
different network attacks with a single machine 
learning algorithm. So, NIDS research using various 
machine learning algorithms is actively underway. 

The ML-based IDS is split into a packet-
based approach that utilizes packet data. A session-
based system uses session data to teach the method 
based on the class of data utilized packet-based 
method to convert primary packet data into machine 
learning features. The convolutional neural networks 
(CNN) perform learning and classification using 
conventional machine learning algorithms. It is not 
necessary to determine the characteristics of the 
complex neural network CNN before training. 
Therefore, it simplifies the training process without 
any intervention. 

When processing a new session, the 
session-based method generates datasets to create 
features of the session properties inside the IDS. 
Then processes session packets and update session 
data. After processing the final package, it develops 
components for the session by processing the last 
corrected data, and then these features are utilized in 
machine learning. This allows for a small number of 
statistical values without using many packets in one 
session. The number of training and classification is 
minimal. Since it is very effective for quick training 

and classification, it can handle significant network 
traffic. 

According to the number of algorithms 
used, single and multiple classification-based NIDSs 
can be classified into four types. Here each method 
is tested. 

Table 1: Classification of ML-based NIDS according to 
classifier number and feature type. 

 Single 
classifier 

Multiple 
classifiers 

Packet-
based [30][31] [32] 

Session-
based 

[33][35, 36][37- 
39][40-45] [45][47, 48] 

 
2.1 Packet-Based Single-Machine Earning 
Algorithm Method 

These systems learn and categorize packet 
data through a single MLA. It has an advanced 
feature to detect malicious code in packet payload 
data. Under the conventional signature-based NIDS 
method [30], Table 1 shows individual packets are 
analyzed independently to determine if an attack has 
occurred. However, this approach benefits from 
detecting an attack in real-time. Besides, there is a 
risk of a zero-day attack, alternate attack, and bypass 
in this case. Recently, an attack detection method has 
been proposed to overcome these vulnerabilities by 
collecting multiple packets instead of a single 
package. 
 
2.2 Packet-Based Multiple-Machine Learning 
Algorithm Method 

This approach identifies attacks utilizing 
numerous MLA instead of a single packet-based data 
algorithm. So, it can execute training and 
classification more efficiently than a single 
algorithm. However, MLA should generate many 
features from packets, such as the packet-based 
single machine learning algorithm method. 
Therefore, it isn't easy to use on large networks due 
to prolonged training and classification speeds [33]. 

 
2.3 Session-Based Single-Machine Learning 

Algorithm Method 
This method extracts the features for a 

session instead of using packets. It is commonly 
applied to single algorithms for training and 
classification [40 - 45]. This method is the most 
common study in elementary machine learning-
based writings. This method does not use packet data 
and produces several packet sizes or numbers in a 
session. It uses very little memory. In particular, it 
uses a single algorithm and processes a small 
number of features, which can speed up training and 
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classification. So, it applies to large networks 
(including heavy traffic). However, it is challenging 
to provide high detection rates for different attacks 
using a single algorithm. Further, features are 
usually created after the end of the session, so 
possible attacks are completed before it is detected. 
This is the most intense limitation of this category. 
 
2.4 Session-Based Multiple-Machine Learning 

Algorithm Method 
This method uses different classification 

algorithms to perform training and classification 
using features for a session simultaneously. This 
category has several types: the ensemble and the 
multi-layered system [46],[47]. The ensemble 
method consolidates the results and can apply 
several algorithms as well. It uses different 
algorithms for different classes to improve detection 
performance. After implementing a specific 
algorithm, one must wait for the multi-level 
approach's results. 

In most cases, it turns out that it uses both 
supervised learning and supervised learning 
simultaneously. It uses the Decision Tree (DT) to 
create partitions and then uses the k-nearest neighbor 
(KNN) to generate each division. The session-based 
numerous machine learning algorithm approach has 
a very high classification execution. However, it is 
challenging to support real-time attack detection due 
to multiple machine learning algorithms. In reality, 
it is impossible to process network traffic in real-
time. 

Furthermore, since the overall 
implementation cost of this method is high, it is 
pretty challenging to implement network security 
measures in this method. Different approaches have 
been adopted to improve detection accuracy and 
speed. However, there is minimal research on 
intrusion prevention systems to detect and protect 
against real-time attacks. Thus, research on real-time 
intrusion prevention systems is needed [11]. 

The feature selection technique [58],[59] 
for reducing computational complexity; is used as a 
pre-processing step in ML algorithms. The main 
goal of IDS is to eliminate its functionality and even 
irrelevant features. Hota and Shrivas [27] proposed 
a model to obtain a more robust and effective 
classifier that utilized various feature selection 
techniques to remove exterior features. The results 
displayed can achieve maximum accuracy for the 
C4.5 NSL-KDD dataset with data gain. In this case, 
only 17 elements have been considered. In addition, 
Khammasiyand Christian [28] has applied Network 
IDS as a search algorithm and logistics regression as 
a learning algorithm to select the best subset. The 

results show that their method provides a high 
detection rate with only 18 features for KDDCup'99 
and 20 features for the UNSW-NB15 dataset. 
Abdullah et al. [48] also presented a framework of 
IDS with elements within the NSL-KDD data set 
based on splitting the information dataset into 
various sub-sets and merging them utilizing the 
Information Gain (IG) filter.2.2. on ensemble 
classification. 

However, ensemble models are machine 
learning approaches that mix several primary models 
to decrease false-positive rates and develop more 
accurate solutions than a single model. Gaikwad and 
Thool [49] presented a bagging ensemble method 
utilizing REP Tree as its primary classifier, bringing 
less time to create the model and delivering the 
highest classification accuracy with the lower false 
positives on the NSL-KDD dataset. Jabbar et al. [50] 
have suggested a cluster-based ensemble classifier 
for IDS consisting of an Alternating Decision Tree 
(AD Tree) and K-Nearest Neighboring Algorithm 
(KNN). The practical outcomes display that the 
presented ensemble classifier outperforms other 
existing precision and detection rate strategies. 
Paulauskas and Auskalnis [51] proposed an 
ensemble model of four different base classifiers 
called J48, C5.0, Naive Bayes, and Partial Decision 
List (PART), depending on the concept of multiple 
integrations. Through this, it is possible to create a 
strong student. It is proved that their ensemble model 
creates more authentic outcomes for an IDS. 
Moustafa et al. [52] proposed new statistical flow 
features and developed an AdaBoost ensemble 
learning method to detect attacks effectively.2.3. to 
mitigate adverse events, particularly botnet attacks 
in the Internet of Things (IoT) networks. To improve 
the execution of IDSs, multiple hybrid methods 
utilizing both feature selection and ensemble 
methods have been developed. Malik et al. suggested 
a hybrid approach of Particle Swarm [53] 
Optimization (PSO) and Random Forest (RF). More 
relevant features for each class support the proposed 
model and produce a higher accuracy and low false-
positive rate than other algorithms. Pham et al. [25] 
produced a combination model that uses the gain 
ratio approach as feature selection and bagging to 
mix tree-based base classifiers. Practical outcomes 
showed that the bagging model produced the best 
performance, which worked on a 35-feature subset 
of the NSL-KDD dataset and used J48 as the base 
classifier. Also, Abdullah et al. [48] have developed 
an IDS that uses IG-based feature selection and 
ensemble learning algorithms. Tests on the NSL-
KDD dataset show maximum accuracy when 
utilizing RF and PART as base classifiers under 
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product probability rules. Moreover, Salo et al. [27] 
demonstrated a hybrid IDS which combines the 
feature selection techniques of PCA and IG with an 
ensemble classifier formed by SVM, IBK, and MLP. 
The IG-PCA-Ensemble method performs better than 
most existing methods, as evidenced by a 
comparative analysis of several IDS datasets. Khan 
et al. [65] proposed a scalable and hybrid IDS that 
outlines the causes of large-scale data generated 
from the extensive network infrastructure. Which 
separately employs incompatibility and abuse 
detection based on the Spark ML and Convolutional-
LSTM (Conv-LSTM) networks. Also, based on the 
damped incremental status-tax algorithm for feature 
selection, Zhang et al. [54] proposed a new 
incompatibility detection model called HELAD. It is 
a biological integration of multiple deep learning 
strategies for classification [10]. In [55], a novel IDS 
established on diverse feature selection and two-
level classifier ensembles has been suggested. 
Experimental outcomes show significant 
developments in the detection rate on the NSL-KDD 
and UNSW-NB15 datasets [29]. 

A successful intrusion consists of the 
following steps [56]: 
 Reconnaissance: Act to analyze significantly to 

acquire data about the target. It is performed by 
executing network commands such as 
“nslookup, and” “whois” to get a domain name, 
IP addresses, server details, etc. 

 Scanning and probing: Finding unsure areas in 
the target method to search for valuable data. 

 Attack from Remote to Local (R2L): R2L 
means gaining access by sending malicious 
network packets from a distance so that the 
attacker can use commands on the target system. 
They are performed using open ports, password 
prediction, sniffing, etc., taking advantage of 
system vulnerabilities. 

 Attack of User to Root (U2R): These attacks are 
performed to gain access to the system 
administrator. As a result, an attacker can take 
complete control of the system. 

 Start Attacks: Attacks are induced after U2R is 
successful. The best example of this is stealing 
or altering confidential information. 

IDSs are assigned to raise the alarm if such 
activity happens in internal networks. Effective IDS 
are generally developed using machine learning and 
data mining techniques because these can 
significantly determine intrusions. These methods 
have a training stage in which the model is trained 
utilizing datasets. Datasets include tagged samples 
of both attack and standard class. After teaching 
these models with mathematical algorithms, the 

oriented model experiments on different examples of 
data to check the precision of projection [57]. 

 
3.  RESEARCH GAP 

NSL-KDD dataset is an enhanced form of 
the KDD cup99 dataset [48]. NSL-KDD is 
proportional to 10% of the KDDcup99 dataset 
because it consists of vast information. The 
examples in the dataset are classified as an attack or 
standard. Different machine learning models have 
been created and studied utilizing the NSL-KDD 
dataset and discussed in [58]. To enhance the data 
management abilities of IDS and deal with the 
enormous size of the NSL-KDD dataset, multicore 
hardware platforms appear to be appealing. 
Hardware acceleration CNN is used for image 
processing applications [59]. In this case, all changes 
are performed on the KDD cup dataset: 
 Unnecessary records have been removed, so the 

classifier does not show neutral results. 
 There are multiple records in the training and 

testing datasets whose performance is 
reasonable.  

Each sample of the NSL-KDD dataset is 
composed of 41 features. Classification features are 
usually called an attack or normal. Names, data 
types, descriptions, etc. [58] are called attribute 
descriptions. The NSL-KDD dataset contains 39 
kinds of attacks. All classes are divided into DOS, 
Probe, U2R, and R2L. 

Observations show that 39 different types 
of attacks took place here. There are ten types of 
attacks in the Denial of Service (DoS) class, 6 in 
probe class, 16 in R2L class, and 7 in U2R. 

 
4. METHODOLOGY AND EXPERIMENTS 

4.1  Feature Reduction Methods 
Most data mining approaches and machine 

learning could not perform correctly with intrusion 
detection cause of the dataset’s huge complications 
and size. These processes take enormous time to 
classify attacks, creating performance difficulties in 
real-time environments. It causes many features of 
in-network data to be prepared by the Intrusion 
Detection System. Quantity and quality of features 
matter for more helpful classification, and it helps us 
recognize their urgency and co-relation. The 
classification quality will be reduced if the selected 
features are too few, while on the other hand, it will 
damage the generalization if they are more than 
required. In Intrusion Detection Systems, 
experimental outcomes show that feature extraction 
techniques enhance calculated cost and precision 
[12]. Improve accuracy and decrease the time for 
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attack detection, dimensionality, and feature 
reduction strategies are used as a pre-processing 
step. 
 
4.2 Feature selection 

The feature selection process is used 
automatically or manually to select the features (i.e., 
individual variables). Those are very much 
important in providing desired forecast results. One 
of the fundamental ideas of machine learning is 
feature selection, which significantly influences the 
model's performance. Maintaining unessential 
features in the dataset can reduce models' precision 
and make the model learn based on non-relevant 
features. Figure 1 shows the feature selection 
process in detail. 

Figure 1: Feature Selection Method 

4.2.1 Benefits of Feature Selection: 
Minor data duplication means less reliance 

on noise when making decisions. 
Minor deceptive data indicates modeling 

accuracy and improvement. 
To find a shorter set of attributes, the 

feature selection methods are used to enhance the 
general result of the process and generate minor 
mistakes. Another objective is to reduce calculation 
time and storage uses. To improve the precision of 
attack detection, feature selection techniques are 
used. Elhag et al. [13] described that the Principal 
Component Analysis (PCA), Information Gain (IG), 
and Genetic Algorithm (GA) are the dominant 
feature selection methods. There are two feature 
selection approaches, i.e., Filter and Wrapper, 
including various FS methods. 

Filter methods are relatively robust against 
overfitting. It does not use any classifier to assess 
features. It utilizes autonomous guessing techniques, 
for example, measurement of distance, consistency, 
and interrelationship. 

 
4.3 Filter Method: 

 
 

Figure 2: Filter Method 

This method filters by name and accepts 
only subsets of relevant features. After selecting 
features, this model is created. Utilizing a correlation 
matrix, the refining process is completed, and using 
Pearson correlation, most typically finished. Figure 
2 shows details. 

First, the heat map of the Pearson 
correlation is plotted, and the correlation of the 
independent variable with the output variable called 
MEDV is imagined. 

Only special features have a correlation of 
0.5 above the output variable. Here the value of the 
correlation coefficient ranges from -1 to 1. The 
results obtained can be related as follows: 
 Weak correlation: Value close to 0 (correct 0 

means no relation). 
 Strong positive relationship: Value close to 1 
 Strong negative relationship: Value close to -1 

The classifier is used as a black box in the 
wrapper technique to evaluate the best features. 
These methods perform significant hypotheses yet 
go through high dimensionality due to the calculated 
cost of developing the classifier from time to time. 
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4.4 Wrapper Method: 

Figure 3: Wrapper Method 

Machine learning algorithm needed for 
wrapper method. The wrapper method is used to 
evaluate the algorithm's performance, i.e., feed the 
features to the selected Machine Learning algorithm 
and add or remove the features based on the model 
performance. Although it is a repetitive and 
computationally expensive process, it is more 
efficient than the filter method. Figure 3 describes 
the wrapper method accordingly.  

 
4.5 Forward Selection 

This iterative method initially must begin 
with selecting a single feature. Overall performance 
is monitored before adding the next part of the 
essential features need to be added until the best 
results are found. Attempts are made to increase the 
performance of the model by adding features. 

 
4.6 Backward Elimination 

The training model adds all the features to 
start and will remove one part in the next iteration. It 
is precisely the reverse to deliver elimination. It will 
remove the least significant feature in each iteration 
to improve precision. Features need to be removed 
one by one while improvements continue. 

 
 
 
 
 
 
 

4.7 Embedded Method 

 
Figure 4: Embedded Method 
 
In each iteration, embedded methods 

carefully extract those features which donate 
numerous to projection while training the technique. 
Standardize the methods generally utilize embedded 
methods that penalize a feature with a measure 
threshold. 

Figure 4 shows that embedded techniques 
are a mixture of filter and wrapper methods. The 
method is executed by algorithms that have their 
required feature selection methods. Few of the well-
known embedded methods like LASSO and RIDGE 
regression are utilized to decrease the problem of 
overfitting by penalization. 

Lasso regression L1 achieves 
regularization where fines equivalent to the absolute 
value of the coefficients are added. Ridge regression 
performs L2 regularization where penalties equal to 
the square of the dimensions of the coefficients are 
added. 

Finding a subset of attributes from the set is 
the primary goal of the feature selection, which 
adequately conveys the data, and the features of the 
subset are appropriate to the projection. Feature 
selection methods can be mainly classified as 
wrapping, filtering, and embedded approach [60]. 
While filter methods evaluate the relevancy of the 
features from the dataset and the selection of the 
features is founded on the statistics, the classification 
execution is utilized in wrapper approaches as a part 
of the featured subsets assessment and selection 
procedures. In contradiction to wrapper approaches, 
embedded systems are less intensive cause they 
include relations between feature selection and 
learning. Embedded methods integrate a regularized 
risk function to optimize feature designating and 
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predictor parameters [61]. It is not easy to modify the 
classification model [62]. 

 
Figure 5: The framework of the proposed Feature 

Selection-Ensemble model 

4.8 Feature Extraction 
The rows in a dataset represent the sample, 

and the columns represent the features where the 
features are displayed in quantitative and thematic 
search results. To decrease the dataset's 
dimensionality, feature extraction is utilized by 
reducing the set of attributes so that the precision of 
attack identification is not altered and the time used 
in discovery is diminished. Many feature extraction 
methods can be observed, such as - self-organizing 
maps, fundamental component analysis, etc. 

The ensemble-based classifier model 
(Figure 5) utilizes majority votes for class decisions 
to classify samples into Intrusion Detection systems 
(IDS) contaminated or non-contaminated classes. 
The most positive sample of base classifiers was 
classified as non-contaminated IDS classes. 
Similarly, most of the negative sample votes in the 
base classifiers are classified as malicious IDS 
classes. The results of all the base classifiers of the 
Ensemble method are combined into a significant 
classification to increase the effectiveness of the 
classification. The Ensemble-based Classifier model 
is shown in Figure 6 [63]. 

 
Figure 6: Block diagram of the Ensemble-based 

Classifier model 

Let us think of a training set of size ''with'' 
achievable random examples; then, the ensemble 
methods mix a series of ''learned models or random 
examples'' to develop an enhanced model. Delivered 
a training set ''(i.e., extracted features'' utilizing 
ALDA-EC) utilizing ''tuples, each iteration'', a 
training set ''or'' of ''tuples is sampled with 
replacement from''. A classifier model ''is learned 
from each training set'' [63]. 

Table 2: Algorithm 2 Ensemble-based Classification 

Input: Features Extracted ‘FE’ samples 
Output: Ensemble classification 
1:  Begin 
2:  For each extracted feature, ‘FE’ and ‘k = 1.’ 
3:  For each class ‘c’ and samples’ 
4:  Evaluate the Weighted Voting Scheme using (7) 
5:  Measure KNN distance classification using (9) 
6:      Measure total vote using (10) 
7:     Assign the highest vote  
8:                End of 
9:         End of  
10: End of 

 
Ensemble-based classification begins with 

the extraction features obtained using ALDA-EC 
given in pseudo-code. This is followed for each class 
and sample. Each repetition includes two steps. The 
first step is to apply the weighted voting scheme to 
reach the complex instance classification. Each 
instance is classified by calculating the total votes 
founded on the K Nearest Neighbors (details in 
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Table 2). Then, where the final classification 
represents a simple majority vote, the maximum 
number of votes cast for each sample is considered. 
Thus, improving the accuracy of IDS classification 
relies on robust encrypted classifiers, bootstrap 
aggregation, and k-nearest neighbors. 

 
4.9 System Overview 

The binary classification NSL-KDD 
dataset is the goal of the proposed system. Figure 7 
illustrates the overall pattern shown in the flow 
diagram. First, Pre-processing and data cleaning are 
used for the data group. Then, the feature is selected 
after that dataset is passed through various machine 
learning classifiers for classification; finally, the 
ensemble classifier is utilized to reach higher 
precision. In the next section, each step of the 
proposed system will be described in detail. 
 

 
Figure 7: Proposed system workflow diagram. 

4.10  NSL-KDD Dataset 
The NSL-KDD [37] was suggested to 

overcome the weaknesses of the KDD99 dataset. 
Based on the KDD99, carefully selected the NSL-
KDD records. To avoid the classification bias 
problem, descriptions of different classes are 
balanced in the NSL-KDD. The NSL-KDD also 
deleted duplicate and excessive records, including 
only an average number of records. Therefore, can 
implement the experiments on the entire dataset. The 
NSL-KDD relieves the issues of data bias and 
surplus data redundancy to some degree. So, the 
NSL-KDD doesn't enclose new data; thus, small 
class examples are still indifferent, and its models 
are always out-of-date. 

The NSL-KDD dataset [9] was suggested 
in 2009 as a new corrected version of the actual 
dataset KDDCup'99 [64]. On the one hand, NSL-
KDD keeps the challenging and beneficial features 

of KDDCup'99. On the other hand, it has solved 
some of the errors inherited from the original dataset 
by justifying the number of examples, eradicating 
excessive records, and managing the variety of the 
selected model. It is noteworthy that complying with 
the NSL-KDD datasets maximizes the disadvantages 
of projection, which establish its excellent features. 
The primary dataset was evaluated using several 
benchmark classifications to group the records into 
five difficulty levels—annotating each example with 
the number of its fruitful projections [66]. For each 
problematic level group, the quantity of specified 
data is inversely balanced with the record 
percentages from the original KDDCup'99 dataset. 

Each instance of the NSL-KDD data set 
included 41 features. The classification feature 
names the attack or normal. Name, data type, and 
description are the three characteristics described 
[67]. There are 39 attack types in the NSL-KDD 
dataset, categorized into four attack classes, i.e., 
DOS, Probe, U2R, and R2L. 

Observations show that 39 different types 
of attacks took place here. Ten types of attacks in the 
Denial of Service (DoS) class, 6 in probe class, 16 in 
R2L class, and 7 in U2R. A summary of data 
examples of the NSL-KDD dataset used in the study 
and training stage of the generated IDS model is 
shown in Table 3 [57]. 

Table 3: NSL-KDD Dataset Overview 

DA
TA 
SET 
TYP

E 

Number of Instances 

Total 
Insta
nces 

Norm
al 

Insta
nces 

DoS 
Insta
nces 

Probe 
Insta
nces 

U2R 
Insta
nces 

R2L 
Insta
nces 

Train
ing 
set 

12597
3 % 

67343 
53.46 

45927 
36.45 

11656 
9.25 

52 
0.04 

995 
0.79 

Test 
set 

22543 
% 

9711 
43.08 

7458 
33.08 

2421 
10.74 

200 
0.89 

2754 
12.22 

Table 4: Features of the NSL-KDD dataset 

# Feature # Feature 

1 duration 22 is guest login 

2 protocol type 23 Count 

3 service 24 srv count 

4 flag 25 serror rate 

5 src bytes 26 srv serror rate 

6 dst bytes 27 rerror rate 

7 land 28 srv rerror rate 

8 wrong fragment 29 same srv rate 

9 urgent 30 diff srv rate 

10 hot 31 srv diff host rate 

11 num failed logins 32 dst host count 

12 logged in 33 dst host srv count 
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13 num compromised 34 dst host the same srv rate 

14 root shell 35 dst host diff srv rate 

15 su attempted 36 dst host same src port rate 

16 num root 37 dst host srv diff host rate 

17 num file creations 38 dst host serror rate 

18 num shells 39 dst host srv serror rate 

19 num access files 40 dst host rerror rate 

20 
num outbound 
cmds 

41 dst host srv rerror rate 

21 is host login     

Table 5: Attacks Categories with its types of the NSL-
KDD dataset 

Attack Category Attack Name 

DoS Back, Neptune, Land, Pod, Smurf, 
Udp-storm, Teardrop, Apache2, Worm, 
Pro- constable. 

Probe Nmap, Ipsweep, Portsweep, Saint, 
Mscan, Satan 

R2L Ftpwrite, Warezmaster, Httptunnel, 
Guess- Password, Phf, Warezclient, 
Snmpguess, Multihop, Xlock, Spy, 
Xsnoop, Sendmail, Snmpgetattack, 
Imap, Named 

U2R Rootkit, Loadmodule,  Xterm,  
Sqlattack, Perl, PS, Buffer overflow 

 
There are 41 attributes in the NSL-KDD 

dataset (Table 4) for each connection record, with 
class labels having attack types. The class of attacks 
is classified into four attack classes (Table 5 and 
Figure 7) [9]. 

1. Denial of Service (DoS): Denial of service 
(DoS) is one kind of cyber-attack. Where the 
attacker directs the flow of traffic requests to a 
system, this allows the computing or memory 
resource to be too busy or too full to handle 
legitimate requests. In this method, an honest 
utilizer is denied access to a machine. 

2. Probing Attack (Probe): A probing attack is a 
new threat to the intrusion detection system. 
The probe attack is deliberately created so that 
the attacker can identify the target and generate 
a report with a recognized "finger drop." 

3. User to Root Attack (U2R): In this attack, the 
adversary can access a standard user account on 
the targeted method (obtained by password 
inhaling, utilizing a dictionary, or social 
engineering attack) and exploit some system 
vulnerabilities to gain access to the route. 

Remote to Local Attack (R2L): An attacker 
can send packets to the targeted machine through the 
network. An attacker exploits some vulnerabilities 
to gain local access as a device used on which the 
attacker has no account. 

4.11 Support Vector Machine (SVM)  
 SVM is one of the standard MLA, like a 
biased classifier described by a remote hyperplane. 
That means algorithms design the best hyperplanes 
for labeled training data to classify new inputs. A 
two-dimensional hyperplane is a line that divides 
space into two parts. Support Vectors are the 
coordinates of separate inspections. 
              Several possible hyperplanes could be 
chosen to separate the two classes of data points. 
Must select the hyperplane, including a maximum 
margin. Here top margin means the entire length 
between the nearest data points of both classes. 
There are some criteria to specify the proper 
hyperplane [68]. 
 
4.11.1  Criterion 1 
 Three hyperplanes have been tried to separate 
the two classes, Figure 8 [68]. 
 

 
Figure 8: Criterion 1 

To choose a hyperplane that can separate 
the two classes. It turns out that Hyperplane X meets 
this standard [68]. 

 
4.11.2 Criterion 2 

All hyperplanes are dividing two classes; 
now, the question is how to identify the correct one 
[68]? 
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Figure 9: Criterion 2 

 Here one must consider the nearest data 
point of both classes and the maximum distance 
between the hyperplanes. This distance is called the 
'margin.'. The image above shows a top length of Q1 
from both classes' nearest points (Figure 9 [68]). 
 
4.11.3 Criterion 3 
 

 
Figure 10: Criterion 3 
 
In this measure, if we prefer hyperplane Q2 

according to a higher margin than Q1, it 
misclassified the data points. So, hyperplane P2 has 
classification mistakes, but hyperplane Q1 can 
classify accurately Figure 10 [68]. 

 
 
 
 
 
 
 
 
 
 
 
 

4.11.4 Criterion 4: 
 

 
Figure 11: Criterion 4 

 
SVM has the property to supervise the 

outliers. It is a robust algorithm in the case of outliers 
Figure 11 [68]. 

 
4.11.4 Criterion 5: 
 

 
Figure 12: Criterion 5 

 
Now, handling this criterion is challenging 

in using a single line as a hyperplane. SVM operates 
this problem by utilizing more features. It can use 
third plane Z, besides X and Y planes, including 
Figure 12. 

z = x^2+y^2 
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Figure 13: Criterion 5 

As a plan for the data points across X-Z 
planes, we get the above diagram that displays the 
two classes' segregation. SVM can manage the split 
of various categories of data points with suitable 
hyperplanes. In the SVM model, some parameters 
are needed to be defined to turn for the systematic 
working of that model Figure 13 [68]. 

A relatively simple supervised machine 
learning algorithm is a support vector machine 
(SVM) used for regression and classification. 
Sometimes SVM is beneficial for degenerates. 
However, it is preferred for classification because it 
finds a hyper-plane that creates a boundary between 
the data types. This hyper-plane is nothing more than 
a line in 2-dimensional space. In SVM, each data 
item is plotted in a data set in an N-dimensional area. 
The data's number of features/attributes is N. To 
separate the data find the optimal hyper-plane. So, 
SVM can choose between two classes, i.e., it can 
only perform binary classification. However, there 
are different strategies to use for multi-class 
problems. 

 
4.12  D. K Nearest Neighbor (KNN) 

K Nearest Neighbor (KNN) is a led 
machine learning practical algorithm for 
classification problems. It is a lazy and non-
parametric learning algorithm which means no 
guesswork for the distribution of primary data. Non-
parametric means there is no calculation for the 
underlying data distribution. In KNN, K is the 

number of nearest neighbors. In KNN, K is the digit 
of closest neighbors. The number of neighbors is the 
primary deciding factor. It estimates the length 
between the test data and the input and gives the 
forecast accordingly. KNN model by following the 
below steps. We can execute a KNN model by 
following steps [69]: 

Step-1: Loading the information 
Step-2: Initialize the value of k 
Step-3: For obtaining the expected class, repeat 
from 1 to the total number of training data points 

a. Estimate the length between test data and 
each row of training data. Utilize 
Euclidean distance as a distance metric 
since it’s the famous method. The other 
metrics that can use are Chebyshev, 
cosine, etc. 

b. Sort the estimated distances in ascending 
order established on distance values 

c. Get the top k rows from the sorted array 
d. Get the most recurrent class of these rows 
b. Replace the expected class. 

 
4.13 Random Forest 

The Supervised classification algorithm is 
called the Random Forest algorithm. We can notice 
it from its name, that is, to make a forest in some way 
and create it randomly. There is a straight connection 
between the number of trees in the forest and its 
outputs, i.e., the bigger the number of trees, the more 
exact the outcome. But one thing to state is that 
making the forest is not precise as creating the 
judgment with the data attain or attain index method. 
 
4.14 Classification in random forests 

To attain the results, classification in 
random forests utilizes an ensemble methodology. 
To train various decision trees, the training data is 
fed. Will randomly select observations and 
properties in the dataset during node partitioning. 

A rainforest method depends on different 
decision trees. The decision tree comprises the 
decision node, leaf node, and root node. The final 
output produced by a particular decision tree is the 
leaf node of that tree. The majority-voting system 
followed a selection of the outcomes. In this case, 
the output selected by most decision trees is 
considered the final output of the rainforest system. 
Figure 14 shows an easy random forest classifier 
[70]. 
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Figure 14: Classification in random forests

4.15 Random Forest Classifier 
Another decision tree technique was 

proposed by Bremenis [35] as a random forest. It 
works by constructing multiple decision trees. It 
takes thousands of input variables without deleting 
and classifying them based on their importance. RF 
can be explained as an ensemble of classification 
trees where each tree donates a single vote for the 
work of the most numerous classes to the input data. 
When running RF, fewer parameters need to be 
specified than other machine learning methods, such 
as support vector machines, artificial neural 
networks, etc. An RF can define as a group of 
individual tree-structured classifiers: 

 

𝑑(ℊ, 𝛿), 𝑚 =  1 . . . 𝑖. . . } 
 

Here d focuses on Random Forest 
classifier, {𝛿}  for random vectors, ℊ = input 
variable. Mainly, Random Forest has a small 
computational gravity, and it is thoughtless to the 
elements and outliers. Further, over-fitting is a tiny 
part linked to a specific decision tree, and no 
requirement to crop the trees, t; that is a vast job [71]. 
 
 
 

4.16 Artificial Neural Network 
A multi-layer fully connected neural net is 

an Artificial Neural network (ANN) that looks like 
the figure below. There are three layers, i.e., input 
layer, multiple hidden layers, and output layer. 
Every node is in one layer, and each node is 
connected to every node in the next layer. We make 
the network deeper by increasing the hidden layers 
(Figures 15 & 16). 
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Figure 15: Artificial Neural Network 

Will encounter this if you zoom in on one 
of the hidden or outcome nodes shown in the figure 
below. 

Figure 16: Artificial Neural Network 

A provided node handles its inputs' 
weighted sum and gives it through a non-linear 
function which activates the system. This is the 
outcome of the node that then evolves the 
information of other nodes in the subsequent layer. 
The result is estimated by performing this process 
for all the nodes. The signal moves from left to right. 
Introducing this deep neural network represents 
knowing the importance connected with all the end. 

The equation for a provided node looks as 
follows. The calculated total of its information gave 
through a non-linear activation process. It can be 

described as a vector dot output, where n is the digit 
of data for the node. 

𝑆𝑐𝑟𝑖𝑝𝑡𝓅 = 𝑓(𝓊. 𝓋) = 𝑓 (𝓊𝓋)



ୀଵ

  

𝓊 ∈ 𝓆ଵ×, 𝓋 ∈ 𝓆×ଵ, 𝓅 ∈ 𝓆ଵ×ଵ,  
 
Due to simplicity, I skipped the bias term. 

Bias means giving input to all the nodes and always 
presenting the value 1. It authorizes moving the 
output of activate function to the right or left. It also 
favors the teaching approach when all the input 
features are displays difficulty right now, safely skip 
the bias conditions. The above equation follows for 
completing the bias formed [72]. 

𝓅 = 𝑓(𝒶 + 𝓊. 𝓋) = 𝑓 ൭𝒶 + (𝓊𝓋)



ୀଵ

൱ 𝓊

∈ 𝓆ଵ×, 𝓋 ∈ 𝓆×ଵ, 𝒶 ∈ 𝓆ଵ×ଵ, 𝓅

∈ 𝓆ଵ×ଵ,  
 

So far, told the forward pass, meaning 
provided an input and values how the result is 
calculated. After the teaching is complete, there are 
need only to run the forward pass to create the 
projections. But need to teach the model to learn the 
importance, and the training method works as 
follows [72]: 
 Arbitrarily starts the significance for all the 

nodes. 
 There are intelligent initialization processes that 

will research in another paper 
 For each training instance, execute a forward 

pass utilizing the existing importance and 
estimate that each node going from left to right. 
The result is the worth of the last node. 

 Compare the result with the exact target in the 
training data and estimate the error utilizing 
a loss function. 

Execute a backward pass from right to left 
and spread the error to each node 
utilizing backpropagation. Estimate every weight 
donation to the mistake and change the weights 
appropriately using gradient descent. 

An ANN is a set of related nodes provoked 
by the configuration and process of organic neurons 
in the brain. Learning a neural network input and 
output affects the information structure that flows 
through the network. Its major part is that the 
supervised learning technique can teach the method. 
During this procedure, the neural networks are 
needed to train a model utilizing detailed data, 
including a particular input and results that match the 
adding approach to be modeled [73]. 
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4.17 Supervised Learning 
Typically, MLPs are trained repetitively 

using back-propagation learning algorithms [74], 
updated through a network of weights and biases 
based on the propagation of output error F (xk) -yk 
using a gradient descent method. Thus, the network 
gradually learns from its error on each iteration. 

Finally, for an ANN skilled to utilize inputs 
that are separate from the training instances, an 
independent testing set is needed to evaluate the 
generalization ability of the ANN model [75]. 

 
4.18 Ensemble Classifier 

Ensemble classifiers stock the projections 
of numerous base approaches. Broadly practical and 
theoretical proof shows that model mixture raises 
predictive precision [76],[77]. Ensemble learners 
make the base systems in a dependent or 
independent way. For instance, the bagging 
algorithm Originated different base models from 
bootstrap samples of the primary data [78]. On the 
other hand, boosting algorithms increase an 
ensemble in a dependent trend. They Repetitively 
add a base approach that is qualified to ignore the 
mistakes of the existing ensemble [79]. The 
literature offers other additions to bagging and 
boosting [80]. The typical denominator of 
homogeneous ensembles is developing the base 
models utilizing the same classification algorithm 
(Figure 17) [81].  

Figure 17: Workflow of single v. ensemble classifiers 

 

4.19 Boosting 
Boosting means meta-algorithm that can be 

seen as a model averaging approach. It is a widely 
utilized ensemble method and the most significant 

learning concept. Initially designed for 
classification, it can profitably expand this 
regression approach. The original boosting 
algorithm combined three weak learners [82]. 
 
4.20 Stacking 

Stacking involves integrating multiple 
classifiers developed using various learning 
algorithms on a single dataset that structured pairs of 
feature vectors and their classifications. This 
approach is formed of primarily two steps; in the first 
step, a group of base-level classifiers is developed. 
In the second step, a meta-level classifier is 
understood, which mixes the results of the base-level 
classifiers [82]. 

 
4.21 Applications of Ensemble Methods 
 Ensemble methods can be used as general 

diagnostic processes to develop a more 
traditional model. The more significant the 
difference in the standard quality between the 
ensemble method and a conventional model, the 
additional information is that the traditional 
model is perhaps absent. 

 Ensemble methods can evaluate the connection 
between descriptive variables and the interest in 
traditional statistical models. Predictors or basis 
roles ignored in a usual model may appear with 
ensemble methods. 

 It could better capture the selection process with 
the help of the ensemble method and estimate 
the probability of membership with a slight bias 
in each treatment group. 

 One can utilize ensemble approaches to execute 
the covariance coordination inherent in various 
regression and connected processes. One will 
“residualized” the reply and the predictors of 
curiosity with ensemble methods. 

 
Algorithm 1 Method for Ensemble Classifier 
1:  Procedure ENSEMBLE (SVM, KNN, RF, NN) 
2: Load Trained models 
3: Compare the Performance of four classifiers 
4: Performing Majority Voting for every observation. 

5:  Compare the performance of majority voting with all 
 four Classifier 
6: Return Ensemble Classifier Accuracy   

 
4.22 Vote 

A vote is a meta-algorithm that uses 
different classifiers to complete the decision 
procedure [83]. It utilizes the strength of different 
individual classifiers and uses a mixed guide for 
decisions. For instance, majority voting, the lowest 
probability, a product of possibilities, highest 
probability, and average probabilities are various 
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algorithms for combination guides. To deal with the 
multi-class classification, one could not choose 
majority voting cause the digit of classes is more 
than that of primary classifiers. This article uses the 
average of probabilities techniques to make a 
decision. The class label is chosen and established 
based on predicted probabilities' highest average 
value. 

Think there is l classifiers E = {E1,..., l}, 
and e classes  = {𝓉ଵ, . . . , 𝓉ℯ}, l = 3 set, the value of e 
rely on the attacks class. A classifier Eଵ: 𝑇  →
 [0, 1] receive an object y ∈ 𝑇 𝑎nd outcomes a 
vector ൣ𝒬ℯ

(𝓉ଵ|𝓎), . . . 𝒬ℯ
(𝓉|𝓎)൧, all classes 

average probability is 𝒬
൫𝓉ห𝓎൯, denotes the 

possibility by Ei, 𝓎 belongs to class 𝓉 every class 𝓉, 
let 𝓋  presents the mean of the possibilities,  imposed 
by the l classifiers, which can be measured as: 

 

𝓋 =
1

𝑙
 𝒬ℯ

൫𝓉ห𝓎൯



ୀଵ

 

 

let 𝒱 =  [𝓋ଵ, . . . 𝓋ℯ] be the set of mean probabilities 
for ℯ classes. Then, 𝓎 is imposed to the class 𝓉𝓀   if 
𝓋𝓀 is the highest in 𝒱. 

5. DEEP LEARNING BASE PROPOSED 
SYSTEM 

Please provide a Graphical presentation of 
the difference between typical machine learning-
based and deep learning-based methods. See 
example [84]. It is a graphical presentation of the 
distinction between a DL-based IDS and a classical 
ML-based IDS. Generally, the IDS has four main 
parts: data normalization, pre-processing, 
classification, and feature extraction (Figure 18). 
Further, Machine Learning techniques have evolved 
into a contentious issue for IDS. This is cause 
standard Machine Learning techniques to launch the 
data sparsity problem. Although classic Machine 
Learning techniques utilized a handmade feature 
extraction approach, it is tough to develop a helpful 
feature extraction method due to sample variation. 
The Deep Learning technique has achieved broad 
concern from researchers in different fields due to 
the ability of automated feature removal extract. 
Deep Learning is widely utilized in Cyber Security. 
Details in Figure 18. 

 
Figure 18: TML based IDS vs DL-based IDS. 

Deep Learning needs high-end machines to 
converse with traditional MLA. Graphics Processing 
Unit (GPU) has now evolved into an integrated part 
to perform any Deep Learning Algorithm (DPA). 

A significant advantage of deep learning, 
and a leading part in knowing why it will be famous, 
is that enormous quantities of data power it. The 
“Big Data Era” of technology will deliver vast 
opportunities for creativity in deep learning. 

To reduce data complexity in traditional 
MLA, most used features need to be detected by a 
domain expert to create the patterns that are more 
visual for learning algorithms. The most significant 
benefit of DPA is that they incrementally attempt to 
know high-level elements from the information. This 
eradicates the necessity for domain expertise and 
critical feature taking out. 

The significant difference between deep 
learning and MLA is the method of problem-solving. 
Deep Learning methods lean-to resolve the issue end 
to end, whereas Machine learning techniques require 
the problem statements to be split down into 
different features to be solved first, and then their 
effects to be mixed at the final step. For instance, for 
numerous object identification issues, Deep 
Learning approaches like Yolo net bring the image 
as input and deliver the position and name of objects 
at the result. But in standard MLA, such as SVM, 
bounding box Object Detection Algorithms (ODA) 
are first required to input Histogram of Oriented 
Gradient (HOGs) and specify all probable objects to 
accept relevant things. 

Typically, a DPA brings a long time to 
teach due to many parameters. The famous ResNet 
algorithm needs about two weeks to teach entirely 
from scratch. On the other hand, Traditional MLA 
needs a few seconds to a few hours to prepare. In the 
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testing phase, the scenario is completely reversed. 
The DPA requires little time to run at test time. On 
the other hand, if compared with K-nearest 
neighbors, the test time increases as the data size 
increases. Though it does not apply to all MLA, few 
have short testing times. 

Interpretability is the central problem why 
numerous sectors utilize other ML techniques for 
Deep Learning. Let's look at an example. 

There are used deep learning to estimate the 
related score of a document. Given performance is 
pretty excellent and close to human. But the problem 
is that it doesn't reveal why it gave that score. 
Mathematically it is possible to determine what 
points of a deep neural network were functioning 
well. Still, it is unknown which neurons were 
guessed to be a model and were doing it collectively. 
So, fail to explain the outputs, which are not in the 
subject of MLA, like logistic regression, decision 
trees, etc. [85]. 

Research has been conducted on the NSL-
KDD dataset mentioned in [67], and MLA 
implemented on the dataset of NSL-KDD [9]. 
Regardless, the study emphasizes estimating the 
efficiency of the dataset by implementing MLA. The 
experimentation has been conducted using the 
Waikato Environment for Knowledge Analysis 
(WEKA) tool [86], and varieties of classifiers have 
been recorded based on that dataset's performance. 
The paper summarized that it is unnecessary to 
classify attacks to think about all the training 
features, and NSL-KDD is a revised edition of the 
Knowledge Discovery and Data Mining Tools 
Competition (KDD Cup'99) dataset [67]. Identified 
the same problem in [100], where noted analyzed 
standard ML algorithms and challenges to 
comparing different methods efficiency for the KDD 
CUP 99 dataset. The paper remarked that a 
significant issue in completing the comparative 
research is the shortage of a suitable method. The 
article recorded the typical cases with the KDD CUP 
99 dataset. It proposed utilizing the perfect size of 
examples of a similar dataset to execute a 
comparative study of various attack classification 
approaches. 

A set of instructions has been initiated in 
[87] to bridge the void between the existing needs of 
IDS datasets and their drawbacks. The article even 
discusses techniques to build datasets utilizing these 
instructions. Simulated datasets have been used in 
addition to the universally available datasets to 
measure the effectiveness of IDS on cable and 
wireless networks. [88], created a simulated dataset 
for mobile networks and applied ML algorithms to 
identify anomalies in wireless networks. 

A hybrid method has been suggested, 
mixing the NB classifier with a feature-vitality-
based decreasing approach [89]. The NSL-KDD 
performed simulations on the dataset and utilized a 
comparatively less set of features to classify the 
attack. The mentioned NSL-KDD dataset has 41 
features. Twenty-five features have been reduced 
from here using the feature reduction approach. The 
precision of the suggested process has been shown 
to be 98%. The NSL-KDD dataset analysis used [90] 
unmanned ML system - K-means clustering. In this 
case, the 20% instance of the NSL-KDD dataset is 
divided into four clusters. 

6. DATA PREPROCESSING 

6.1 Normalization  
There are non-numeric and 38 numeric 

classes in the NSL-KDD dataset. Since the input 
weights should be numeric, transform the non-
numbered classes into numeric. For instance, the' 
protocol type' class has three features:' tcp',' udp', 
and' icmp'. Encode binary digits (0,0,1), (0,1,0) and 
(1,0,0). Transform the 41 into a 122-dimensional 
class map using this approach. There are different 
characteristics in the dataset in which the contrast 
between the max and min values is enormous. Such 
features are dst_bytes [0,1.3 × 109], src_bytes [0,1.3 
×109] and duration [0,58329]. We use the 
logarithmic scaling method to reduce the contrasts 
and then utilize the formula below to map it to the 
[0,1] span: xi = (xi - Min) / (Max-Min). 

 
6.2 Convolutional Neural Network (CNN) 

Convolution and Pooling are two 
operations in CNN. A set of convolution kernels or 
filters is utilized to convert input data to output. Input 
data properties display the result produced. So, the 
output is called a feature map. The running function 
works to process the convolution output further, and 
down-sampling Pooling is used to close irrelevant 
data. Pooling removes any errors in the data. In this 
way, learning is improved for the levels. Adjusting 
kernels/filters is used after learning CNN rounds so 
that class maps can effectively present input data. 

The data goes to the input layer in a 
classical neural network; then, it moves to a hidden 
output layer and the output layer. All the layers are 
linked, and there is no connection in the similar layer 
between nodes. 

TNN has many problems that cannot solve. 
CNN's architecture is much better than SNN's. 
Image classification has achieved remarkable results 
due to CNN in cases like speech analysis. CNN 
includes: 
 One or more convolutional layers 
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 Pooling layers at the top 
 Fully connected layers 
 Dropout layers serve as regularization layers. 

For structural reasons, CNN can take 
advantage of 2D framework input data. Could take a 
picture such as a network input. Thus, we bypass 
classical recognition algorithms' complex feature 
extraction and excessive data construction. The 
proficiency of modeling can be grown, and the 
disadvantage of the manual data processing 
approach can be reduced by transferred weights, 
sparse connectivity, and pooling. CNN can acquire 
knowledge from different classes of attributes from 
a significant quantity of unlabeled data. Thus, how 
can utilize CNN for network intrusion detection is 
very wide. Figure 19 shows the architecture of a 
system similar to the suggested. 

 

 
Figure 19: The architecture of a single CNN 

 

7. EVALUATION METRICS 

There are used Accuracy (AC) to calculate 
the performance of the method. Therefore, it also 
initiates FPR and identification rate. TP denotes the 

number of data that remove perfectly and detected as 
anomalies. Thus, TN represents the inverse. TN 
means the appropriate common data, and FN denotes 
the inverse. 

We follow the notations given below: 
Accuracy, Accuracy = (True Positive + True 
Negative) / (True Positive + True Negative + False 
Positive + False Negative) True Positive Rate, True 
Positive Rate = True Positive / (True Positive + False 
Negative) False Positive Rate = False Positive / 
(False Positive + True Negative) True Negative Rate 
= True Negative / (True Negative + False Positive) 
False Negative Rate = False Negative / (False 
Negative + True Positive) Sensitivity, True Positive 
Rate = True Positive / (True Positive + False 
Negative) Specificity, False Positive Rate = True 
Negative / (True Negative + False Positive) 
Therefore, our motivation is to get high accuracy and 
better detection rate with low false positive. 

On the entire group of data, the CNN 
paused training at era 45, getting a precision of 
97.24%. The activity defeat in the last era came at 
0.516, while the verification defeat came at 0.7915. 
The approach precision overages are displayed in 
Figure 20, while the training and confirmation losses 
for every era are shown in Figure 21. 

 

 
 

Figure 20:  Training loss vs. Validation loss. 

 

 
 

Figure 21: Training Accuracy vs. Validation Accuracy. 
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Figure 22: Bar plots of CVA and F1 Score characteristic 
values for various classification models, including SVM, 

KNN, RC, ANN, EC, and CNN. 

8. EXPERIMENT RESULTS AND 
DISCUSSIONS 

In this part, the effects of the presented 
ensemble models are studied and performed further 
analysis to gain results. In the first investigation, 
training was completed utilizing all approaches. A 
functional IDS should attain high precision, recall, 
and F1-measure with low FAR. We also estimate the 
accuracy, precision, recall, and F1 measure for each 
classifier, where precision is evaluated by 

 

Accuracy = 
ା

ାାା
 

 

Precision = 


ା
 

 

Recall = 


ା
 

 

F1 = 
ଶ∗୰ୣୡ୧ୱ୧୭୬∗ୖୣୡୟ୪୪

୰ୣୡ୧ୱ୧୭୬ାୖୣ
 

 
TPs are the quantity of attack data that is 

ideally classified; TNs are the quantity of common 
visitor data; FP is the falsely classified quantity of 
common visitor data. FN is the quantity of attack 
data instances falsely classified. Table 7 lists the last 
three tests of IDS performance evaluation. From this 
study, it can be thought that the entire network 
features may make some small contributions, some 
may not contribute, some may not contribute 
equally, and some may contribute more to the 
classification strategy. Thus, creating the IDS based 
on the entire traditional NCF outputs reduces 
detection precision while growing the FARs, the 
analysis time, and the difficulty of the utilized IDS. 
All these earlier cons are not appropriate entirely in 
the IDSs. Secondly, optimizing the ID approach 
through adjusting its parameters outputs in 
enhancing the IDS’s proficiency by growing the 
classification precision, detection ratio, True 
Positive Rate, and True Negative Rate while 

reducing the identification time and False Positive 
Rate along with False Negative Rate. 

Table 6: Model accuracy in binary classification setting 

Model 
Cross Validation Accuracy 

DoS U2R R2L Probe 

SVM 0.99715 0.99632 0.96793 0.9845 

KNN 0.9962 0.99703 0.96737 0.99077 

Random 
Classifier 

0.98512 0.94123 0.96907 0.9523 

Neural 
Network 

0.97322 0.9754 0.95127 0.9812 

Ensemble 
Classifier 

0.98792 0.97749 0.96391 0.97719 

Table 7: Model F1 score in binary classification setting 

Model 
F1 Score 

DoS U2R R2L Probe 

SVM 0.99278 0.84869 0.95529 0.97613 

KNN 0.99672 0.87831 0.95389 0.98553 

Random 
Classifier 

0.9719 0.94105 0.96129 0.9872 

Neural 
Network 

0.9611 0.98301 0.9863 0.9791 

Ensemble 
Classifier 

0.9819 0.98512 0.98512 0.9895 

 

CONCLUSION 
This paper proposed an effective IDS to 

identify various attacks (Probe, Dos, U2R, R2L) 
utilizing an FSS connected with the SVM, KNN, RF, 
NN, and ECA to develop a robust intrusion detection 
method. The offered IDS is qualified and 
experimented on the standard NSL-KDD data source. 
The valuation outcomes expressed its effectiveness in 
acknowledging the expected behaviors and 
identifying the attacks with the best detection 
precision and small ratio of false alarms. 

The coming tasks are guided on utilizing 
other evolutionary strategies to optimize the 
algorithm's managing features and other perfect NFS 
techniques. 
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