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ABSTRACT 
 

Community detection is one of the most important research topics in the complex network area. The 
identification of community structure in large graphs analyze the information unrevealed in the exterior data 
relationships, explore the internal structure and the function of networks and improve their efficacity. A lot of 
approaches and methods have been proposed to identify communities based on network structure. However, 
the majority of them focus on topologies of nodes but ignore the relevance of interactions between them. In 
this paper, we propose a novel algorithm especially focused on identifying the initial communities then 
expanding them by using a new node tightness degree based on the edge clustering coefficient and the shared 
neighbour’s similarity of nodes. The proposed approach is evaluated based on different small and large datasets 
corresponding to different contexts. The experiments prove good results in terms of modularity and 
computation time while using the new node tightness degree 
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1. INTRODUCTION 
  

In the last decade, the complex system network 
has become the main form of representing data 
relations and analyzing data information in diverse 
fields. The network in the real world mostly 
represents a high level of organization. 
Consequently, the processing of such real networks 
that can reach millions of nodes becomes a 
challenging task. Much research has proved that 
graph theory is a very helpful tool to model this type 
of network, by considering the nodes as elements and 
the edges as the relationships between them. One of 
the most important challenges when studying graphs 
is the identification of community structure [1]. 
Community detection in complex networks has 
attracted the attention of several researchers due to 
its efficiency and reliability in different fields and 
different types of networks such as social networks, 
biological networks, geographical networks... 
Community detection can be defined as a significant 
and logical partitioning of a set of nodes (subgraphs). 
This partitioning is based on function quality and 
network topology, in the objective of understanding 
the structure of such networks, revealing 
information, etc. community structure is the most 
widely studied structural feature of complex 
networks. It identifies the dense groups of nodes that 

have a higher density of edges inside them and a 
lower density of edges between them. Recently, the 
problem of community detection in graphs has 
attracted a big attention due to the great availability 
of the data sets of the large networks. Discovering 
the community structure in these networks has 
attracted much attention in recent years. Due to its 
growing utilization, it becomes one of the most 
studied subjects in complex networks analysis. 
furthermore, the objective of discovering 
communities is detecting the partition of a graph 
whose nodes are strongly connected compared to the 
nodes of the rest of the graph. The objective of 
community detection is to identify a significant 
organization of the graph and to identify the 
particular relations between the nodes which can 
help to understand the function and the structure of 
the networks. Moreover communities allows to have 
a mesoscopic view of the complex networks and 
helps to understand its structure. It also helps to carry 
out more complex operations on the networks like 
visualization, compression, or parallelization. 

For example, the communities in friendship 
networks represent the groups of friends. In the 
World Wide Web network, the communities 
represent the web pages having the same subjects.  
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Many approaches have been proposed to detect 
communities in large graphs, but they are not 
satisfactory considering the computation time and 
quality of partitions.  

Nowadays, the modularity optimization 
algorithms are the only approach able to detect 
communities in large graphs. However, it is 
demonstrated in [2, 3] that the resolution limit of 
these methods weakens its performance. In this 
work, a novel approach is proposed to solve this 
problem, this approach employs a new metric based 
on the edge clustering coefficient and the shared 
neighbours’ similarity to optimize the quality of the 
constructed partitions. This new metric is used to 
extract the initial communities, then extend them to 
have the final communities. In the following sections 
we explain in detail the concept of the proposed 
community detection method. The approach is 
assessed using the modularity and the computation 
time. The experiments show good results for small 
and large graphs. 

The remaining sections of this article are 
structured as follows: Section 2 presents some 
related works of community detection. Section 3 is 
devoted to a presentation of the problem statement, 
the related concepts and the proposed metric. Section 
4 details the proposed algorithm. Section 5 deals 
with the evaluation of our proposed approach, and 
the presentation of the obtained results. Section 6 
presents some conclusions and perspectives for 
future work. 

2. RELATED WORKS 

The identification of community structure 
in graphs allows us to understand the network 
performance. In the last years, various methods have 
been proposed through a lot of research and 
experiments to undertake the topic of community 
detection in large graphs. The Girvan-Newman 
algorithm [4] uses a global information parameter 
called the edge betweenness that gives the number of 
the shortest path between all pairs of nodes, with 
O(n3) as time complexity. This method has initiated 
the field of community detection due to its great 
success. Although, it has a high computational 
complexity. So that it does not apply to large graphs. 
Afterward, Rachidi Algorithm [5] was proposed. 
Based on the edge clustering coefficient It has 
upgraded the Girvan-Newman algorithm by 
reducing computational complexity. But it also has a 
high computational complexity because it seeks the 
edge with the minimum edge clustering coefficient 
in the global area. 

Kongwen Li and Qing Gu [6] proposed a local 
community detection algorithm based on the edge 
clustering coefficient. It begins from a node and 
agglomerates the local community based on the node 
clustering coefficient. Then it merges the initial local 
community to get the final community structure. 
However, this algorithm does not specify the way of 
selecting the initial node, and the size of the local 
community is smaller. These factors influence the 
accuracy of merging community in later periods. 

Another famous approach introduced by Clauset et 
al. [7] based on the modularity maximization process 
applied to hierarchical agglomerative methods [8]. 
This method considers each node as a community, 
then the communities that give the higher increase in 
the modularity value step by step until it remains just 
a single community containing all nodes. This method 
is one of the best community detection methods 
because of its low time complexity O(n.log2)(n). 

Blondel et al. [9] proposed an algorithm to discover 
communities in large graphs based on two steps: In the 
first one, it begins from a set of given nodes and merge 
them using greedy optimization to achieve a 
maximum modularity. In the second step, it considers 
each obtained community as a single node and release 
the global maximum value of modularity. Then, it 
iterates the first step. This algorithm is very fast and 
hands a big value of modularity. However, however, 
it requires a large storage space. 

The InfoMap [10] is one of the most important 
methods of community detection based on the 
information theory tools. It uses the random walk 
technique as an intermediate for the information flow 
and then it seeks the best partition by using the 
compression of information. This algorithm has O(m) 
as time complexity. 

The Random walk algorithm proposed by [11] 
based on the hierarchical agglomerative approach it 
detects the communities through the distance between 
the nodes. Moreover, the distance between nodes 
belonging to the same community is very short. 
Nevertheless, this method has a large time complexity 
which makes it difficult to apply in the large graphs. 

The Graph partitioning [12] is another way to detect 
communities by dividing the graph into predefined 
number of clusters, such that the number of edges in a 
cluster is higher than the number of edges between 
them. 

The Partitional clustering approach [13, 14, 15] 
divides a dataset into a fixed number of disjoint 
groups. The purpose is to partition the graph into 
clusters in order to minimize the cost function based 
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on dissimilarity measure between nodes. This 
approach requires a predefined number of clusters of 
the network and it has a high complexity when fixing 
the level of the cut of the dendrogram, also they suffer 
from the high computation time.  

The Spectral clustering methods based on the 
eigenvectors of matrices to divide the nodes in the 
graph using the pairwise similarity between these 
nodes [13]. 

Divisive algorithms separate communities having 
low similarity to each other [16], by removing the 
inter cluster edges in a network. The main instances of 
this type include Radicchi et al. method [17] based on 
the edge clustering coefficient to remove edges 
iteratively. 

Another class of community detection methods is 
the evolutionary algorithms, they are characterized by 
their effective local learning and global research 
capabilities, we distinguish two categories in this 
class; the first one is based on single objective 
optimization [18] MLAMA-Net [19], MLCD [20], 
etc. The second one is a multi-objective optimization 
that include COMBO [21], I-NSGAII [22]. 

3. PROBLEM FORMULATION 
 

Using different techniques of graph theory, 
many real-world networks can be modelled as a 
graph G (V, E), where V (nodes) denotes the set of 
elements in the graph and E (edges) represents 
interactions between them. Our objective in this 
work is to identify the communities C = {c1, c2, …, 
ck} in the graph G, namely, the set of partitions 
where the internal connections are denser than the 
other connections between them. In the following 
sections, we detail the used metrics and the new 
proposed function 

 
Figure 1: A Graph With Four Communities  

3.1 Related Concepts 
We devote this section to detail the 

different measures used to design our new metric 
and to evaluate the quality of the constructed 
partitions. 

3.1.1 Shared neighbour’s similarity measure 
It is a widely used technique in graph theory, that 
allows to calculate the similarity between nodes 
based on the network properties. The vertices that 
share a high number of shared neighbours are 
usually considered to be similar to each other and 
they are more likely to be in the same community. In 
the literature, there are many similarity measures 
based on the principle of shared neighbour’s 
similarity measure such as cosine similarity and 
Jaccard similarity [23,24,25]. In this work, we use 
the simple formula Bellow: 

S(u,v) = |neighbours(u) ∩ neighbours(v)|      (1)  

3.1.2 Edge clustering coefficient      
Constitutes one of the most important functions to 
estimate the quality of communities [26]. The edge 
clustering coefficient identifies the proximity 
between an edge’s two connecting nodes and other 
nodes that surround them. The edges with a 
maximum value of the clustering coefficient tend to 
belong to the same community in the graph. This 
metric is mainly considered to quantify the 
importance of edges and describes the 
embeddedness of nodes in the network [27]. In this 
Article, we explore the equation (2) that represents, 
for an edge E(1,4), the proportion of the number of 
triangles within the neighborhoods set of nodes u 
and v, divided by the number of edges connecting 
them [22,2].     

ECC (u, v) = 
(୳,୴)

୫୧୬ (୬ୣ୧୦ୠ୭୳୰ୱ(୳) ିଵ,୬ୣ୧୦ୠ୭୳୰ୱ(୳) ିଵ)
 (2) 

  Z(u,v) represents the number of triangles that 
include the edge E(u,v) in the graph. The min 
(neighbours(u)-1,neighbours(u)-1) represents the 
number of triangles which the edge E(u,v) may 
constitute at most. For example, in Fig. 2, the 
neighbours of the end nodes n1 and n3 of edge E(1,3) 
are both 4. Consequently, this edge could compose 
min (4 − 1, 4 − 1) = 3 triangles at most in theory. But 
in reality, there are only 2 triangles ∆135, ∆134, so 
ECC (1, 3) = 2/3=0.67. 

 

Figure 2: Example of The Edge Clustering Coefficient 
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3.1.3 Modularity 
This broadly used quality metric in the community 
detection area, introduced by [7] supplies a very 
efficient method to evaluate the goodness of the 
resulted communities. The modularity Q denotes the 
density of edges inside a community compared with 
edges between other communities in the graph. 
Besides, the communities having a high value of 
modularity are more accurate than the others with a 
low modularity. It is defined as follows: 

                      Q = ∑ 𝑒 - 𝑎
ଶ                                (3) 

Where ∑ 𝑒 denotes the fraction of edges inside a 
partition i and 𝑎  represents the fraction of edges 
connecting nodes in the community i. 

3.2. The Proposed Node Tightness Degree 
Authors in [28] have demonstrated that 

detecting small communities by using a similarity 
function then merging them is more effective than 
the modularity optimization method. Furthermore, 
the researchers in [29] analyze how the modularity 
maximization has the resolution limit, indeed, the 
graph is divided into communities in order that large 
communities are subdivided, and small communities 
are merged. In addition, the similarity measures only 
reveal the importance of nodes in the network but 
cannot indicate the importance of edges. Thus, we 
aim to seek the edges which are more likely to 
involve in the same community. For this reason, we 
propose a new measure based on the edge clustering 
coefficient measure combined with the shared 
neighbour’s similarity measure. In the following 
part, we detail the new metric that describes the 
tightness of a node u with a community C. 
Theorem. We hypothesize that we have an 
unweighted and undirected graph G. If two vertices 
u and v are connected by an edge E(u,v) with a 
significative value of the edge clustering coefficient 
and they share a large number of neighbours, these 
nodes will be in the same community. 

Proof of theorem. In fact, recent researchers have 
proven that the existing centrality metrics only show 
the importance of nodes in the network but can not 
demonstrate the importance of the edges in the 
network. Furthermore, the measure of the edge 
clustering coefficient involves the tight relation 
between nodes connecting this edge, this property 
assures the density around them. In the other hand 
the large number of shared neighbours between two 
nodes ensures the strength tightness between them, 
which conducts to construct communities with high 
quality of accuracy and density.  

Proposed node metric. We assess the importance of 
the edge clustering coefficient and the shared 

neighbours’ similarity functions to propose a new 
measure combining these two metrics described as 
follows: 

Ntd (u, C) = 
∑ ୗ୭େେ(୳)ାୗ (୳,୴)౬∊ొ(౫)& ౬ ∊ి

∑ ୗ୭େେ (୳)ାୗ(୳,୴)౬∊ొ(౫)
      (4) 

Where: 

N(u) represents the set of all the neighbours of the 
node u.  

SoECC(u) denotes the total value of edge clustering 
coefficients of node u such as: 

  SoECC(u) =  ∑ ECC(u, v)୴∈୳                       (5) 

Remarks. 

i.  To calculate the shared neighbours ‘similarity in 
equation (4), we can use different measure similarity 
such as Jaccard, cosine. 

ii.  The node tightness degree of a node u; Ntd (u, C) 
= 1 if all the neighbours of node u are in community 
C, if not 0 ≤ Ntd (u, C) ≤ 1. 

4. THE PROPOSED APPROACH: THE NODE 
TIGHTNESS DEGREE BASED 
COMMUNITY DETECTION ALGORITHM 

In this paper, we propose a novel 
community detection algorithm based on a new node 
tightness degree. The process of this algorithm 
begins by identifying an initial community 
composed of the node having a highest tightness and 
its neighbours. The nodes that are not strongly tight 
witch nodes in the initial community C are removed. 
In other words, the nodes in C having a value of the 
node tightness degree inferior of 0.4 are removed 
from C, the other ones are used in to expand the 
community. The process of the proposed algorithm 
is constituted by two main phases: the first is finding 
the initial communities and the second one consists 
of expanding the discovered communities. 

Phase 1: Detecting the initial community                                                                                                                     

  In this phase, we use the node tightness degree 
Ntd (u; C) to find the initial communities. At the 
beginning, we select the node u with the highest 
tightness in the graph using this formula : Ku = 
∑ 𝑤௨௩௩∊   Therefore, the selected node u and its 
neighbours make an initial community C. At the next 
iteration, we calculate the node tightness degree Ntd 
(v; c) for each node v in community C. if the value 
of Ntd is less than 0,4 the element v is removed from 
community C. we repeat the last iteration until the 
node tightness degree of all nodes in community c is 
Ntd (v; c) ≥ 0,4.  
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We note that the value of threshold can be 
configured according to the density of the network, 
to select only nodes having high tightness with the 
nodes of community C. 

Algorithm 1: Constructing the initial community 
1.  begin 
2.  input: undirected unweighted network G(V, E) 
3.  output: n Communities C = {C1, C2, C3, …, Cn} 
4.  C  empty list of communities 
5.  T  list of nodes in G 
6.  repeat 
7.      h  nodes with highest node tightness degree 
8.      ini  list of h and it's neighbours 
9.       repeat 
10. foreach r in ini do:   
11.   bl  calculate the node tightness degree of r 
12.   if bl < 0.4 do: 
13.             remove r from ini 
14.   end if 
15. end foreach 
16.   until the size of the initial community remains stable 

 

Phase 2: Expanding the initial community 

    After having constructed the initial community 
and identified its nodes, the second phase of the 
proposed approach is the expansion process. In this 
step, we select the neighbours of the nodes in 
community C and compute their node tightness 
degree, if the value of the Ntd is superior of 0,3 we 
Add these nodes to the initial community and get a 
larger community. This iteration is repeated until the 
size of community C remains constant. The 
implementation procedures of the the expansion 
process are as follows: 

Algorithm 2: Expanding the initial community 

1.   repeat 
2.     x  list of neighbours of the initial 
community's   nodes 
3.       foreach r in x do: 
4.          bl  calculate the node tightness degree of r 
5.                 if bl >= 0.3 do: 
6.                    add r to the initial community (ini) 
7.                end if 
8.        end foreach 
9.    until the size of the initial community remains 
stable 
10.   add ini to C 
11.   remove the selected nodes in ini from T 
12. if ini contains no elements 
13.        remove h from T 
14.  end if 
15.  until T is empty 

5. IMPLEMENTATION 

In this section, we present the evaluation we 
realized to evaluate our approach. The 
implementation of our local algorithm was 
developed using python programming language. 
This prototype was executed on a computer 32-bit 
architecture, Intel(R) Core (TM) i5 with a 2.30 GHz 
CPU, 8GB RAM, and the Windows 10 operating 
system. Therefore, we use the modularity to assess 
the algorithm performance, besides, we compute the 
computational time in small and large real graphs. 
We choose to test our approach with different real-
world datasets described as follows: 

 
5.1. Real Network Dataset  

The present case study is based on a dataset 
of user generated profiles in a tourism context, which 
represents tourist preferences for tourist attractions. 
This dataset represents tourist id, attraction and 
rating. The user expresses his preferences to the 
visited tourist attractions giving a rating value from 
1 (dislike) to 10 (like). The dataset is composed by 
1200 elements, 1000 tourists and 1005 ratings. 
At first, we Create the similarity matrix based on 
similarity measures by calculating pair-wise cosine 
similarity. A part of the user similarity matrix is 
given in Table 1. 

Table 1: Example of a Similarity Matrix. 

   T1    T2    T3 

T1 1.000000 0.876280  0.859155 

T2 0.876280 1.000000 0.935109 

T3 0.859155 0.935109 1.000000 

    Then, we create the similarity graph by 
fixing the similarity threshold to 0.8. in order to 
retain just users having great similar preferences. 
Consequently, we got an undirected graph of users 
that the description is shown in table 2. 

Table 2: Graph Description. 

Number of nodes Number of edges 

1100 302104 

    Eventually, we use our proposed method to 
identify the communities in the obtained graph such 
as each community represents users with higher 
similar preferences.  

Results 

We use the modularity metric to evaluate the 
goodness of the resulting communities. The figure 3 
shows the high value found by the proposed algorithm 
which demonstrate the goodness of its communities 
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comparatively with the other popular methods that 
are: CNM, WalkTrap and InfoMap.        We conclude 
that the proposed algorithm obtains a good value of 
modularity compared to other methods. 

 
 Figure 3: The evaluation Using Modularity 

 
5.2 Real-World networks 
  For the second time, we evaluate our 
algorithm using the real-world networks. We select 
4 datasets downloaded from [30,31]. These instances 
include the Dolphin network [32], which represents 
the social network of associations between 62 
dolphins. The American college football network [4] 
which illustrates an American college football 
games between Division IA colleges. And the 
network of sold books about US politics. The last 
instance is the Standford Network which is a large 
real network. Table 3 describes the characteristics of 
each network. 

Table 3: The Dataset Description. 

Network Number of 
nodes 

Number of 
edges 

Dolphin Network 62 159 

American college 
football 

115 613 

Politics network     105 441 

Citation    34,546 421,578 

We use the modularity to compare the 
communities obtained by our proposed algorithm 
with those obtained by two other community 
detection methods (CNM, InfoMap). As a result, we 
observe that our algorithm gives good values of 
modularity for small and large real networks. 
Consequently, we conclude that the proposed 
community detection algorithm identifies partitions 

with a high quality compared to the other ones 
(CNM and InfoMap).  

Table 4: The Modularity Values and The Computation 
Time of The CNM, InfoMap and Our Algorithm. 

Network Our Algorithm CNM InfoMap 

Dolphin 
Network 

0.567 (0.04) 0.49 (0.019s)  0.532 
(0.2s) 

American 
college 
football 

0.601 (0.09) 0.57 (0.05s) 0.6 
(0.28s) 

Politics  0.52 (0.03s) 0.5 (0.04s) 0.52 
(0.15s) 

Citation    0.638 (1992s) 0.556 
(225.95s) 

0.579 
(2879s) 

    In table 4, we can observe, as a result, that the 
computation time of the proposed algorithm takes 
the second one after the CNM method, which prove 
the rapidity of the new community detection 
algorithm. 
 
6. CONCLUSION 
    The identification of community structure in large 
graphs helps to understand the network performance, 
communities have been used to reduce the 
computational complexity of several operations on 
complex networks, they have been also the subject of 
several works for systems recommendation, etc. 
Many approaches have been proposed to detect 
communities in large graphs, but they are not 
satisfactory considering the computation time and 
quality of partitions. 
       The proposed algorithm in this paper improves 
the local community detection algorithm purely 
based on the node clustering. Its novelty is 
considering a new metric which is the node tightness 
degree based on the edge clustering coefficient and 
the shared neighbours’ similarity. There are many 
algorithms using standards based on the node 
clustering coefficient and the edge clustering 
coefficient to weigh the compact degree between the 
nodes and the communities and then agglomerate the 
communities continuously, but   the modularity of 
discovered partitions is not satisfactory. Our 
algorithm draws lessons from these methods and 
invokes much more powerful metrics than 
modularity to improve the quality of the discovered 
community structure. This new metric allows to 
detect better communities than the communities 
resulted from the well-known methods. 
    To test our approach, an evaluation is performed 
on small and large datasets of different networks to 
prove the effectiveness of the proposed algorithm in 
terms of modularity and time execution. The results 
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were successful, moreover, our proposed approach 
can be applied for any type of networks. We infer 
that our algorithm uncovers the communities with 
better quality. 
   In a future work, we will seek to improve our 
method by optimising the algorithm complexity to 
reduce the computation time for massive graphs. 
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