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ABSTRACT 
 

In everyday life, we are always faced with making decisions to choose the right decision between 2 choices 
of decision candidates. The development of high-performance binary classification models is a challenge for 
researchers in the modeling field. Deployment both of logistic regression and decision tree model use the 
dataset having predictor features which are a mixture of categorical and numerical features, both models tend 
to suffer an overfitting problem. This study has the aim of building a ridge logistic regression and decision 
tree model on a dataset that has all features of a binary categorical scale. The novelty of this study is to 
observe the distribution of the two classes in the dataset using the transformation of principal components 
and linear discriminant projections and also to explore the importance of feature that plays a role in building 
the decision tree model. The ridge logistic regression model has an accuracy performance of 84% which is 
better than the decision tree model having an accuracy performance of 81%. There are only 2 features in the 
dataset dominating around 80% of the feature importance. 

Keywords: Confusion Matrix, Decision Tree, Feature Importance, Machine Learning, Ridge Logistic 
Regression 

 
1. INTRODUCTION  

 
The future of a nation depends on its young 

generation. A healthy and intelligent young 
generation can only be realized if the health of the 
mother during pregnancy and the condition of the 
baby when born is in good condition. The growth of 
babies under the age of 1 year is considered very 
influential on mental health and also the process of 
growth and development into the younger 
generation. Therefore, many studies were conducted 
to classify the weight status of infants under 1 year 
of age [1-3]. The other studies discuss Cancer 
incidence and survival trends among infants in the 
United States [4], while Zhang et al.[5] studied the 
relationship between maternal weight gain in 
pregnancy and newborn weight. The dataset in those 
above researches had the features mixture of a 
categorical and continuous scale. We will build the 
classification model with the dataset only containing 
the categorical features in both predictor and target 
features. 

Linear classification such as logistic regression 
has a satisfactory performance when it was applied 
to a suitable dataset especially having the class 
boundary can be separated linearly [6-7]. The 
decision tree model is categorized as a nonlinear 
model [8]. Some decision tree models can assemble 
to form a more complex model called random forest 
[9-10]. De Caigny, et al.[11] developed the hybrid 
model between logistic regression and decision 
trees. All of the models above have a very 
satisfactory performance when they are applied to 
the dataset considered in their research, although 
both the logistic regression and decision tree models 
tend to suffer an overfitting problem when there are 
a large number of the predictor features involved. 
The main characteristic of their dataset is the large 
number of predictor features consisting of a mixture 
of categorical and numerical features. An interesting 
question is how the performance of both logistic 
regression and decision tree models when they are 
applied to the dataset having a few predictors 
features with binary categorical scale. 
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To address the above problem, the research has 
some goals including building ridge logistic 
regression by applying some learning algorithms, 
building a decision tree model by limiting the tree 
depth, exploring the class distribution by scatter plot 
and histogram, and also displaying the important 
features used in building decision tree model. 
Regularization of L2 norm and tree pruning is 
intended to handle an over-fitting problem. 
Exploring class boundaries aims to know how hard 
2 classes can be separated. Displaying the important 
features to know how large a feature influences the 
target feature. 

2. LITERATURE REVIEW 
 

A model developer's desire to obtain a model with 
high-performance Machine learning offers many 
advantages (such as robustness and accuracy) 
compared to conventional modeling which is loaded 
with many assumptions and constraints. Some 
examples of the application of the machine learning 
approach include the application of heart disease 
identification [12], Cyber intrusion detection [13], 
and classification of mechanical properties of 
friction stir welding of copper [14]. 

In machine learning modeling when a dataset 
contains a target feature a predictive model can be 
built. On the other hand, if all the features in the data 
set have the same status, namely as attributes that 
describe the observed instances, the modeling task 
will produce a descriptive model. The clustering 
method is an example of descriptive modeling that is 
often used in the real world including Marji, et 
al.[15] investigated the effect of the measuring scale 
of features on fuzzy subtractive clustering, and 
Handoyo, et al.[16] applied the hybrid clustering 
method to classify the health facilities data set in 
Malang. Another type of descriptive modeling is a 
model for ranking a set of instances so that the 
instance having the highest preference for decision-
makers can be selected [17]. 

In predictive modeling, the characteristics of the 
target feature play an important role. If the target 
feature is a categorical scale, the model yielded is 
called a classification model. Another hand, if the 
target feature is a continuous scale, the resulted 
model is called a regression model. In machine 
learning, the regression model has a specific purpose 
to forecast future value. The development of 
regression models has been widely applied in 
various fields including time series modeling [18-
20], confirmation of a theory in behavior science 
[21], and the development of fuzzy inference 
systems for forecasting [22-24].  

The decision-making process will be simpler, easier, 
and more measurable if the problem is formulated in 
the form of a binary choice. This encourages the 
application of classification models in various fields 
to support the decision-making process [25]. 
Widodo and Handoyo [26] compared the 
performance of logistic regression models and 
support vector machines, while Nugroho, et al.[27] 
evaluated the performance of Logistic Regression 
and Learning Vector Quantization. On the other 
hand, some researchers applied the classification of 
various instances using the decision tree method. A 
Classification tree analysis of the over-indebted 
households in Poland is conducted by Walega and  
Walega [28], Mena and Bolte [29] done a 
classification tree analysis for an intersectionality-
informed identification of population groups with 
non-daily vegetable intake, while an ensemble 
model for multi-class classification problems had 
been applied by Rojarath and Songpan [30].  

 

3. PROPOSED METHODS 
 

The development of a predictive model with a 
machine learning approach is oriented to get a model 
having the ability to predict the unseen value of an 
instance label class with high accuracy [31]. The 
splitting data set into training and validation (testing) 
parts must be carried out in order for the model 
performance can be evaluated based on unseen data, 
so as to guarantee that the developed model has a 
satisfactory performance [32]. Logistic regression is 
a linear classification model that performs very 
satisfactorily for the classification of linearly 
separable binary class data sets [33]. While the 
decision tree is a nonlinear model having a state of 
art for classification purposes [34]. 

3.1  Logistic regression  
Consider a random variable Y has a Bernoulli 

distribution, and a set of predictor features X1, 
X2, …,Xp are independent of each others.  The 
posterior probabilities of each class are given as the 
following: 

𝑝(𝑌 = 0|𝑋) =
షೋ

ଵା షೋ  𝑎𝑛𝑑 𝑝(𝑌 = 1|𝑋) =
ଵ

ଵାషೋ , 

where 𝑍 =  𝛽 + 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ + ⋯ + 𝛽𝑥 
The ratio between 2 posterior probabilities is called 
as odd ratio and the log of odd ratio is stated as the 
following: 

log (odd ratio) = log ൬
൫𝑌 = 0ห𝑋൯

൫𝑌 = 1ห𝑋൯
൰  

= 𝛽 + 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ + ⋯ + 𝛽𝑥  (1) 
The equation (1) is a linear combination between 
predictor features and associated weights, but the 
weights (coefficients)  𝛽, 𝛽ଵ, … ,  𝛽 can not be 
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obtained through the least squared error directly 
because the values in the left-hand side of the 
equation (1) are not available. Instead, the problem 
is solved by maximizing likelihood function [35]. 

The likelihood function of the n instances taken 
independently can be defined as: 

𝐿(𝛽) = 𝑓(𝑥ଵ; 𝛽)൫1 − 𝑓(𝑥ଵ; 𝛽)൯. 𝑓(𝑥ଶ; 𝛽)൫1 −

𝑓(𝑥ଶ; 𝛽)൯ 
   … 𝑓(𝑥; 𝛽)൫1 − 𝑓(𝑥; 𝛽)൯  

   = ∏ f(x୧; β)୷୬
୧ୀଵ ൫1 − f(x୧; β)൯

ଵି୷  
  
Maximum likelihood estimation (MLE) is to find 𝛽 
that maximizes the log likelihood function L. 
𝑎𝑟𝑔 max

ఉ
ln 𝐿(𝛽) =  

𝑎𝑟𝑔 max
ఉ

𝑙𝑛 ൭ෑ 𝑓(𝑥; 𝛽)௬



ୀଵ

൫1 − 𝑓(𝑥; 𝛽)൯
ଵି௬൱  

This is equivalent to minimize the negative of log 
likelihood, ℓ(𝛽). The MLE estimator can be statted 
as 
𝑀𝐿𝐸ఉ = 𝑎𝑟𝑔 min

ఉ
ℓ(𝛽), where  

ℓ(𝛽) = − ln 𝐿(𝛽)  
= ∑ 𝑦 ln 𝑝


ୀଵ + (1 − 𝑦) ln (1 − 𝑝)  

= − ∑ [𝑦 ln 𝑝 + ln(1 − 𝑝) − 𝑦 ln(1 − 𝑝)]
ୀଵ   

= − ∑ [𝑦 ln 𝑝 + (1 − 𝑦)ln(1 − 𝑝)]
ୀଵ   (2) 

The equation (2) in machine learning term is called 
the cross entropy loss function [35]. The term 𝑝  is 
the predicted probability value which is the output of 
logistic regression model associating with the input 
features 𝑋 for  𝑖 = 1,2, … , 𝑝 

The loss function of the ridge logistic regression 
model  is defined by putting the L2 norm of the 
coefficients into the equation (2) as the following 
[36]: 

ℓ(𝛽)ௗ = ℓ(𝛽) +
ఒ

ଶ
∑ 𝛽


ୀଵ   (3) 

The ridge logistic regression coefficients estimator 
are found by minimizing of the equation (3) through 
the first partial derivative with respect to each 
coefficient and set it to 0. They are some learning 
algorithm to solve the minimizing problem above 
including Liu and Zhang [37] compared some 
learning algorithm namely ‘liblinear’, ‘newton-cg’, 
‘lbfgs’, and also Gupta et al. [38] applied the 
learning algorithm namely ‘sag’, and ‘saga’. 
3.2  Decision tree classification 

The basic principle of the decision tree model is 
to repeatedly partition the set of instances into 
subsets to maximize the overall class purity score. 
Prediction of the class label of an instance is done by 
tracing the decision tree starting from the root node 
to the leaf node. The decision tree model can handle 
mixed variables and has a high degree of accuracy 
[39]. Decision tree construction is top-down, which 

is done by partitioning the set of instances 
recursively by selecting an attribute that has the 
ability to separate the set of instances with the 
highest separation at each partitioning process [40]. 
Internal nodes play a role in testing each attribute 
(feature). The tree branch represents the test result. 
All leaf nodes contain class labels or class label 
distributions. At each node, an attribute is chosen to 
divide the training example into as many different 
subsets as possible. An instance with an unknown 
class label is then classified by continuing to trace a 
suitable path to arrive at the leaf node.  

A feature selected as the splitting feature on an 
internal node is determined by using a score function 
that measures a degree of purity on each feature and 
chooses one producing the “purest” nodes. The score 
function used to measure the purity degree is defined 
as the following [41]: 

𝑆(𝑦) = ∑ ∑ 1൫𝑦 ≠ 𝑦ො൯

௫ೕ

||
ௌ

,   

 𝑓𝑜𝑟 𝑆 =  {𝑆ଵ, 𝑆ଶ, 𝑆ଷ, … , 𝑆}, 𝑖. 𝑒. 𝑘 𝑠𝑢𝑏𝑠𝑒𝑡𝑠  
where |D| is the instances number, and each instance 
has 𝑋 , 𝑓𝑜𝑟 𝑖 = 1,2,3, … , 𝑝 features. The first step of 
constructing a decision tree  is to pick up an attribute 
and the associated value that optimizes a criterion 
such as information gain. (IG) which is calculated by 
using entropy.  

Entropy value is known as the smallest possible 
number of bits needed to transmit a stream of 
symbols drawn from 𝑿’s distribution. The entropy of 
dataset D containing C classes is denoted by H(D) 
which is defined as 
𝐻(𝐷) = − ∑ 𝑝𝑙𝑜𝑔ଶ(𝑝)

ୀଵ   (4) 
Where 𝑝  is the probability of class I, partition 
process is based on feature F having the highest 
purity degree, so that the partition produces the 
subsets 𝐷ଵ~𝐷  and the entropy after splitting on the 
feature F is called H(D,F) defined in the equation (5) 

𝐻(𝐷, 𝐹) = ∑
||

||
𝐻(𝐷)

ୀଵ    (5) 

Computing Information Gain (IG) for all 
available features where the IG formula is given in 
the equation (6)  
𝐼𝐺(𝐷, 𝐹) = 𝐻(𝐷) − 𝐻(𝐷, 𝐹)  (6) 
The splitting feature is a feature having the highest 
IG. In the next child node, calculate again the 
entropy, IG, choose the splitting feature and then 
make partition. The above process is stopped when 
the tree depth reached or the minimum instance 
number was fulfilled [42]. 
3.3 Data projection methods and feature 
importance 

Principal component analysis (PCA) has proven 
to be a powerful multivariate exploratory tool for 
processing and interpreting high-dimensional data. 
PCA has been applied in various forensic problems 



Journal of Theoretical and Applied Information Technology 
15th August 2022. Vol.100. No 15 

© 2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
4701 

 

to provide direct or indirect solutions [43]. PCA is 
used for various applications, such as data 
compression, feature extraction, and data 
visualization. PCA linearly projects data from a 
high-dimensional input space to a low-dimensional 
feature space. The principal component is a 
projection vector found by PCA. A projection is 
composed of one or a few principal components 
which the principal component matrix Z is defined 
as the following: 
𝑍 = 𝑈்(𝑋 − 𝑚)    (7) 
Where U is the eigenvector obtained through 
singular value decomposition and m is the mean 
vector of the input features X. 

A linear discriminant is a linear function that can 
have the role of a  linear classification method and a 
data transformation function [44]. The Fisher linear 
discriminant (FLD) algorithm was introduced to 
reduce dimensions and efficiently extract relevant 
and significant features from high-dimensional data 
sets [45]. The FLD is defined as 
𝑦(𝑋) = 𝑊்𝑋 + 𝑊   (8) 
where W is the weight vector and W0 is the bias. 
Both weight vector and bias can be computed by 
using the constraints ordinary least square. By 
transforming the input features into y, it will be 
obtained the new data having the dimension of C-1. 

In the case of a dataset having binary classes, It will 
be yielded 1 dimension of the transformed data. 

A split (decision function) is composed of a 
feature (input variable) and a threshold [46].  A 
threshold value is a categorical or numerical value 
used as a decision criterion to split a dataset. For 
example, suppose a feature F has a categorical value 
domain (Yes or No), so it has 2 possible threshold 
values. While a numerical feature has the possible 
threshold values as many as N-1 where N is a 
number of unique observed values had by the 
feature. Of course, there are only a few threshold 
values that are representative. Consider the feature 
F, a degree of feature F importance is calculated by 
how many threshold values come from the feature F 
divided by the total of threshold values. Whenever a 
node is split on feature j, the joint impurity for the 
two child nodes is less than the parent node [47]. 

 
4. DATA DESCRIPTION AND RESEARCH 

STAGES 
 

This research uses a dataset obtained from the 
centre for child development studies at the Health 
Polytechnic of Wira Husada Nusantara, Tlogomas 
Lowokwaru Malang 65145, Indonesia. The dataset 
consists of 9 factors (predictor features) that affect 
infant weight under 1 year old. Table I presents the 
response and predictor features used in this study.

Table 1: Response and predictor features and their class label distribution. 

Feature name 
Label 

distribution Label name 
Infant weight under 1 year old (Y) [163, 47] [0: Normal, 1: Abnormal] 
Birth weight (X1) [159, 51] [0: Normal, 1: Abnormal] 
Pregnancy weight gain (X2) [166, 44] [0: Normal, 1: Abnormal] 
Pregnancy upper arm circumference (X3) [178, 32] [0: Normal, 1: Abnormal] 
Complaints during pregnancy (X4) [180, 30] [0: Yes, 1: No] 
Dietary habit during pregnancy (X5) [165, 45] [0: Good, 1: Bad] 
Early initiation of breastfeeding (X6) [170, 40] [0: Yes, 1: No] 
Exclusive breastfeeding (X7) [150, 60] [0: Yes, 1: No] 
Immunization (X8) [156, 54] [0: Yes, 1: No] 
Monthly family income (X9) [178, 32] [the the 0: Good, 1: Bad] 

Table 1 shows that all of the features are categorical 
(ordinal scale) consisting of 2 class labels (binary 
classes). The response feature is the infant weight 
under 1-year-old which has 2 labels namely normal 
is class 0 or abnormal is class 1. The dataset 
consisting of 210 instances are divided randomly 
into training and testing set where as many as 140 

instances are used as training set and the remaining 
70 instances are used as testing set. The distribution 
of the training set is as many as 110 instances come 
from the normal label (class 0) and as many as 30 
instances come from the abnormal label (class 1). 
Meanwhile, the distribution of the testing set is 53 
and 17 instances respectively come from class 0 and 
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class 1. The training set is used for developing a 
classification model, and the testing set is used to 
evaluate the model performance. 

The stages of the research are as the following: 
a. Divide the dataset into training and testing 

parts. 
b. Use the training part to build models of 

ridge logistic regression which applied the 
combination of the various learning 
algorithm including ‘liblinear’, ‘newton-
cg’, ‘lbfgs’, ‘sag’, and ‘saga’ and the 
various hyper-parameter values including 
0.000001, 0.00001, 0.0001, 0.001, 0.01, 
and 0.1. 

c. Use the testing part to choose the best 
model of ridge logistic regression having 
the highest accuracy performance. 

d. Calculate the confusion matrix and some 
performance measures of the ridge logistic 
regression best model. 

e. Use the training part to build a decision tree 
model where both hyper-parameters ( tree 
depth and minimum instances number at a 
tree leaf) are tuned by trial and error. 

f.  Calculate a confusion matrix and 
performance measures of the optimal 
decision tree model. 

g. Display the distribution class in both scatter 
plot (done by PCA) and histogram (done by 
FLD) of the testing part. 

h. Explore the important features yielded in 
the process of decision tree building. 

 
5. RESULTS AND DISCUSION 

 
In this section, we will discuss the selection of 

ridge logistic regression models from various 
learning algorithms and hyper-parameter values. 
Using the selected model, various performance 
measures are calculated on the testing set. In 
addition, a decision tree model was also built and 
various performance measures of the model were 
calculated on the testing set. Furthermore, the 
visualization of the two classes is carried out which 
shows the fact that they cannot be separated by a 
linear separator. This section concludes by showing 
the important features that affect the response 
variable. 

5.1  Ridge Logistic Regression Model  
The ridge logistic regression model parameters 

are obtained through the training model on the 
training set in the various learning algorithms, 
namely ‘liblinear’, ‘newton-cg’, ‘lbfgs’, ‘sag’, and 
‘saga’, and also in the various hyper-parameter 
values, namely 0.000001, 0.00001, 0.0001, 0.001, 
0.01, and 0.1. While the learning rate value was set 
at the value of 0.05. The combination between the 
learning algorithm and the hyper-parameter values 
as many as 30 possible ridge logistic regression 
models where the performance of the model’s 
accuracy on the testing set is given in Figure 1. 

 

 
Figure 1: Performance Of The Ridge Logistic Regression Models Accuracy On The Testing Set 
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In Figure 1, it can be seen that only the learning 
algorithm 'sag' with hyper-parameters 0.001, 0.0001, 
0.00001, and 0.000001 obtained a lower model 
performance accuracy of 81.43% whereas the other 
models have a performance accuracy of 84.29%. It 
seems that the data patterns of the dataset are quite 
simple, but the two classes cannot be perfectly 
separated by a linear classification model such as 
ridge logistic regression. Because all of the predictor 
features are binary categorical and the dataset only 
has as many as 9 predictor features, the reasons why 
we suppose this dataset has simple patterns. It is 
quite possible that multiple instances in the dataset 
which come from different classes overlap each 
other. The characteristics of the dataset had made 
both treatments of the addition of L2 regularization 
and the varying learning algorithm which do not 
have a significant effect on the logistic regression 
model where the result is a contradiction to the 
results in Özkale and Arıca [36] and in Liu and 
Zhang [37]. 

Furthermore, it is picked up that one of the 
models has a performance accuracy of 84.29%. We 
choose the ridge logistic regression model with the 
combination between the learning algorithm of 
'liblinear' and the hyper-parameter value of 0.01. The 
model has the confusion matrix in the testing set 
presented in Table 2.  

Table 2: Confusion Matrix Of The Ridge Regression 
Model With ‘Liblinear’ Algorithm And Regularization 

0.01 

Actual Class 
Predicted Class 

Class 0 Class 1 
Class 0 48 5 
Class 1 6 11 

 
In Table 2, it is shown that there are 5 instances of 
class 0 which are predicted to be wrong, and as many 
as 6 instances of class 1 are predicted to be wrong. 
The main diagonal of the confusion matrix shows 
instances of both classes which are predicted true. 

 

 

 

 

Table 3: The Ridge Logistic Regression Performance In 
some measures. 

Perform. 
Metric 

Precise Recall 
F1-

score 
Supp. 

Class 0 0.89 0.91 0.90 53 

Class 1 0.69 0.65 0.67 17 

Accuracy 0.84 70 
Macro 
Avg. 0.79 0.78 0.78 70 

Weighted 
Avg 0.84 0.84 0.84 70 

 
The performance of the ridge logistic regression 

model on the testing set is 84% for all of the 
performance measures used including accuracy, 
recall, precision, and F1 score. In class 1, the model 
performance is around 67% which means the ridge 
logistic regression will classify 1 of 3 instances that 
come from class 1 as wrongly classified. In another 
word, the ridge logistic regression model will 
classify the abnormal baby as a normal baby with a 
probability of 33%. While the normal baby will be 
classified as an abnormal baby with a probability of 
10%. The detailed numerical of the model 
performance is presented in Table 3.  

5.2  Classification of  Decision Tree Model  
The basic principle in decision tree modeling is 

divide and conquer. The best separation feature is the 
feature that has the highest information acquisition 
ratio used to divide a set of instances into 2 subsets. 
The maximum tree depth and the minimum number 
of instances in leaf nodes are both hyper-parameters 
that have an important role in building an optimal 
decision tree model. The relationship between the 
path and the previous node is connected by the 
conjunction operator. In this study as shown by the 
decision tree model in Figure 2, the path that 
connects the root node to the leaf node represents an 
implication where the antecedent part is the path 
from the root node to the child nodes until the 
previous last node connected by the conjunction 
operators. The consequent part is a leaf node where 
this node also contains the class label information of 
an instance. Thus to predict the class label of an 
instance, it can be done by transversal tree from root 
to leaf node. The class label of an instance is 
represented by the class label of the leaf node in the 
decision tree traversed. 
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Figure 2: The Decision Tree Model With The Tree Depth 5.

The confusion matrix of the decision tree model 
in the testing set is presented on the Table 4 
following: 

Table 4: Confusion matrix of the decision tree model.  

Actual Class 
Predicted Class 

Class 0 Class 1 
Class 0 47 6 
Class 1 7 10 

 
In Table 4, it is shown that the predicted instances of 
the testing set by using the decision tree model 
yielded 6 instances of class 0 predicted wrong, and 
as many as 7 instances of class 1 are predicted to be 
wrong. The main diagonal of the confusion matrix 
represented the instances predicted true by the 
decision tree model consisting of 47 and 10 instances 
respectively coming from class 0 and class 1. 

Table 5: The Decision Tree Performance In Some 
Measures. 

Perform. 
Metric 

Precise Recall 
F1-

score 
Supp. 

Class 0 0.87 0.89 0.88 53 

Class 1 0.62 0.59 0.61 17 

Accuracy 0.81 70 
Macro 
Avg. 0.74 0.74 0.75 70 

Weighted 
Avg 0.81 0.81 0.81 70 

 
The performance of the decision tree model on 

the testing set is 81% for all of the performance 
measures used including accuracy, recall, precision, 
and F1 score. In class 1, the model performance is 
around 61% which means the decision tree model 
will classify correctly 3 of 5 instances that come 
from class 1. In class 0, the model performance is 
around 88% which means the decision tree model 
will classify correctly 9 of 10 instances that come 
from class 0. In another word, the decision tree 
model will classify the abnormal baby as a normal 
baby with a probability of around 39%. While the 
normal baby will be classified as an abnormal baby 
with a probability of around 12%. The detailed 
numerical of the model performance is presented in 
Table 5.  

According to the results by Tonkin et al. [39] and 
by Blanquero et al. [40] stated that the performance 
of the decision tree model has outperformed the 
performance of the logistic regression model. The 
research has contradictory results where the decision 
tree model performance is lower than the logistic 
regression performance. The characteristic of 
predictor features which consist of only the binary 
categorical scale caused the domain values of 
splitting feature only limited to 2 choices. The 
condition leads to the selected splitting features did 
not have a satisfactory capability to divide the set of 
instances into 2 class labels. Furthermore, the 
decision tree model yielded did not have satisfactory 
performance. 
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5.3 Two Classes Distribution graph and Features 
Importance  

The performance of the two classification models 
that have not been optimal has prompted researchers 
to explore further the datasets used in the 
implementation. Visualization of class distribution 
using scatter plots and histograms is expected to 
explain the problems above. On the other hand, the 
learning process of the ridge logistic regression 
model which is too easily leads to the hypothesis that 
there are features in the data set that have a very 
dominant effect on the target features. Exploration of 
the level of influence of each feature on the target 
feature is expected which can confirm the hypothesis 
above. 

A dimensional reduction method such as principal 
component analysis (PCA) is a method used to 
obtain the principal components which can represent 
the original data in a few principal components. For 
supporting visualization purposes, the 
transformation data by using PCA to the dataset 
before they are divided into the training and the 
testing part yield the 2 principal components 
explained variance of around 89.6%. The Scatter 
plot can give a good description of class distribution 
in the dataset.  

 
Figure 3. Scatter plot of two classes distribution in 

two principal components 

Because the features plotted in two-dimensional 
coordinates are able to explain the high variability in 
the dataset, In Figure 2, the scatter plot visualization 
of the distribution of the two classes in the dataset 
shows a random distribution pattern which makes it 

impossible that the two classes in the dataset can be 
separated perfectly by a linear classifier model such 
as the ridge logistic regression. 

Furthermore, Fisher's linear discriminant method 
was used to transform the dataset into 1 dimension. 
The transformed data can be visualized into a 
histogram of the two classes. If the two classes can 
be separated perfectly by the linear classification 
model, the graphs of the two histograms seem clearly 
overlap from one another. 

Figure 3 shows that the two histograms overlap 
each other. Class 0 has a transformation value in the 
range between -0.9 and 0.7, while the transformation 
values of class 1 range from -0.9 to 1.8. The 
distribution of class 1 transformation values covers 
the entire transformation value domain.  

 
Figure 4. Histogram Of Two Classes In The Linear 

Discriminant Fisher Transformation 

It causes the occurrence of overlapping of several 
instances of different classes which do not allow to 
be separated by a linear classification model. 

In general, a decision tree can be viewed as a 
nonlinear classification model. Unfortunately, the 
decision tree performance to classify the dataset is 
worse than the ridge logistic regression performance. 
The entire features of the dataset are categorical 
features having 2 categories. The characteristic 
suppose to affect the decision tree model yielded 
which did not have satisfactory performance. 
Because the splitting feature has an important role in 
the process of building a decision tree, the uniform 
categorical features lead to the best splitting choice 
did not have a hard competition.
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Figure 5: Bar Chart Of The Features Importance Used In The Decision Tree Building. 

The decision tree model is formed based on the 
split consisting of feature and threshold where it is 
used to divide the instances set into a class. Figure 5 
shows the proportion of features' importance that 
have a role as splitting features in building of the 
decision tree. The complaints during pregnancy 
feature has the largest proportion of importance, 
which it is around 70% be the splitting feature. 
Furthermore, the features of Early initiation of 
breastfeeding, Pregnancy weight gain, and Birth 
weight have the proportion as splitting feature 
around of 10%, 8%, and 4%  respectively. The other 
features have lower than 4% as the splitting feature, 
even the Dietary habit during pregnancy feature has 
the role as splitting feature of  0%.  The feature of 
Complaints during pregnancy dominates in the 
decision tree building, so the feature plays a very 
important role in determining the class of an 
instance. This condition confirms the contradictory 
result why the decision tree constructed has the 
performance (81%) which is lower than the ridge 
logistic regression performance (84%).  In this study, 
the decision tree performance also is reflected by the 
sum of the importance level proportion of the 
Complaints during pregnancy and the Early 
initiation of breastfeeding features. 

In addition, the exploration and explaining of the 
feature importance also can answer the occurrence 
of the learning process in the ridge logistic 
regression model where both of the regularization 
value and the learning algorithm types did not have 
a significant influence in the majority of cases. 
Because substantially there are only 2 important 
features in the dataset (very simple dataset), the 
addition of the L2 norm regularization penalty in the 

logistic regression model does not have a significant 
effect. 

6. CONCLUSION  
 

Implementation of ridge logistic regression 
modeling for the classification of Infant weight 
under 1 year old produces a model with an accuracy 
performance of around 84%. The addition of the L2 
norm penalty regularization has less effect on the 
logistic regression model. Similarly, various 
learning algorithms used for the training model 
produce ridge logistic regression models which have 
an almost uniform accuracy performance of 84%. 
While the implementation of decision tree modeling 
resulted in a tree model that has a depth of 5 with an 
accuracy performance of 81%. Visualization of the 
distribution of the two classes using PCA and FLD 
transforms gave the pretty clear picture that some 
instances in the dataset overlap one to each other. In 
addition, the bar chart plot of the FLD projection 
shows that the two classes in this dataset cannot be 
perfectly separated by using a linear classification 
model such as logistic regression. However, a 
nonlinear classification model such as the decision 
tree produced counterproductive accuracy 
performance, which was lower than the performance 
of logistic regression. The feature importance 
exploration provides indirect confirmation of the 
contradictory accuracy performance in the decision 
tree and also the learning algorithm which did not 
have a significant impact to the accuracy 
performance of the logistic regression model. To get 
a more comprehensive perspective on the accuracy 
performance of the ridge logistic regression and 
decision tree models, future research should use the 
dataset having a mixture scale of predictor variables 
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(dataset having some numerical and categorical 
predictor features) in order for the effect of both L2 
norm regularization and various learning algorithms 
on the performance of the logistic regression model 
can be explored clearly. In another hand, the type of 
recommended dataset above also ensures that there 
are many candidates for the splitting features that 
lead to the selected splitting feature having the 
capability to divide a set of instances into 2 class 
labels with high accuracy.  
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