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ABSTRACT 
 

The article deals with the use of entropy criteria to identify language mistakes in spontaneous oral speech. 
The key problems of synergetics as an interdisciplinary scientific trend are analyzed. 
Speech in the form of an oral statement (text) is studied as a complex multi-level synergistic system. Its 
structure is analyzed within the framework of multidimensionality. Some aspects of the experimental 
approach to calculating entropy in the oral speech of bachelor, master, doctoral students and specialists are 
outlined, and experimental data demonstrating the results are presented. A linguo-mathematical model for 
speech diagnostics of specialists is proposed. It is built on the basis of the fundamental law of conservation 
of the sum of information and entropy using the Shannon formula. 
In addition, the article shows the importance of synergetics in linguistics that represents today a new unifying 
trend, the purpose of which is to identify common ideas, methods, patterns of language transition from one 
level of organization to another. 
It should be noted that present day linguistic research requires the use of digital technologies, computer 
science, mathematics and other methods of information processing to identify the essence of linguistic 
phenomena. Today computer technologies play the key role in all the spheres of social life, so the main type 
of human activity is increasingly the ways and methods of obtaining, storing and expanding knowledge and 
information. 
Thus, the most urgent task of present day linguistic education is the use of digital technologies in scientific 
research. 
Alongside with this, there arise new aspects of discussing and considering the synergetic approach to 
analyzing a language. At the present stage of language education one of these issues is studying speech 
diagnostics in the flow of professional communication. 

Keywords: Information, Linguistics, Digital Technologies, Diagnostics, Speech. 
 
1. INTRODUCTION 
 

A language as an object of linguo-
synergetics is a very complex system of intra-level 
and inter-level dependences. It should be noted that 
a language as a non-linear open environment is a 
self-organizing process therefore, despite the 
difficulties that arise in any undertaking the 
synergistic process in linguistics is transformed 
changing the views on a language as a system, 

changing a language itself. The introduction of 
synergetic ideas into the language contributes to its 
enrichment with new definitions, categories, terms. 
It will cause its internal transformation forming the 
linguo-synergetic scientific trend. 

Today, our life is synergetics that is not 
only a new paradigm of scientific knowledge but 
also a new interdisciplinary trend. 

One of the most interesting works in the 
field of linguistic synergetics is the research of 
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Kazakh scientist Z. Zhanabayev, who considers the 
prospects for the relationship of linguistics with 
synergetics. 

According to Z. Zhanabayev, a language as 
a means of communication between people, of 
thoughts transmission should be considered as a self-
organizing system, since this “stochastic, randomly 
formed macroscopic system of signs consists of 
many structural elements: phonemes, words, 
sentences. Phonetic, grammatical, syntactic rules 
reflect the emergence of order from chaos, self-
organization [1]. 

In his research, famous Russian linguist, 
expert in the field of psycholinguistics V.G. 
Borbotko pays considerable attention to the origin of 
a language as a dynamic self-developing system 
drawing on the material of various languages and the 
ideas of synergetics. According to the scientist, the 
prospect of exploring a language as a synergistic 
entity requires deep reflection in terms of dynamic 
and linguistic aspects. 

The author notes that the view of a language 
as a self-developing system that goes back in its 
origins to the teachings of W. Humboldt, contrasts 
with the firmly rooted position, according to which 
a language has been invented by man, and the 
relationship between forms and meanings is purely 
conditional. Indeed, many words of the modern 
language are invented, often contrary to grammatical 
rules. And yet, studying the deep dynamics of verbal 
and cogitative activity speaks in favor of the fact that 
a language has been formed spontaneously, 
regardless of the will of man; a person is free to 
consciously only normalize the language, but is not 
possible to change either phonetics or grammar in it. 
As for vocabulary, new words are always built on the 
basis of already existing language elements. 

According to the linguist, a language as a 
symbolic system is capable of self-complication, 
self-organization and self-enrichment [2]. 

Due to constant interaction and data 
exchange with other information systems and 
external environments, “it is in the state of 
fluctuation, balancing between synchrony and 
diachrony, preservation and change, organization 
and entropy, “order” and “chaos”, well-known 
Soviet linguist R.G. Piotrovsky writes about a 
language. “... for all its external mobility, language 
and VCA (verbal and cogitative activity) retain their 
coherence due to the action of self-organization and 
self-regulation mechanisms [3]. 

Thus, our speech as a self-organizing 
system is closely connected with the external and 
internal environment, with the processes taking 
place in society itself, as well as within it, associated 

with the speech system, which indicates the 
openness of the language as a speech activity, as a 
system. 

In linguo-synergetics, the interaction of a 
language with internal and external processes leads 
to oscillations, that is, “fluctuations”, which makes it 
possible to speak of the instability, non-linearity of 
the system. 

Studying the synergetic ideas in linguistics 
seems to be quite promising. At this, the synergistic 
approach to the consideration of a language (speech) 
is based on "self-organization, the procedural nature 
of verbal and cogitative activity" [4]. 

Undoubtedly, if to talk about verbal and 
cogitative activity, it is necessary to take into 
account the parameters of communication: the 
situation, purpose, subject of speech, etc., as well as 
its communicative environment that is not an 
external factor but a participant in the 
communicative process. In other words, linguo-
synergetics is based on the approach to a language 
(text) as a self-organizing system that is closely 
interconnected with the external environment 
(consciousness of communicants and the general 
language system), whose influence, alongside with 
the internal processes of the speech system, leads to 
functional fluctuations. 

In turn, studying verbal activity as a non-
equilibrium, unstable system that changes under the 
influence of fluctuations allows considering an oral 
statement (text) as an object of synergetics, as a 
complex multi-level natural object. Exploring the 
text as a synergistic process, many well-known 
linguists analyze the text in their works taking it as 
an open non-linear self-organizing system. 

 
2. MATERIALS AND METHODS 
 

The success of the work is largely 
determined by selecting research methods that allow 
solving the tasks and achieving the goal. The 
methods that have been used in obtaining the most 
important scientific results in the framework of the 
study can be characterized as follows. During the 
study, linguo-statistical, linguo-stylistic methods, 
computer modeling, mathematical methods of 
linguistic analysis, general scientific methods of 
system analysis, quantitative analysis method, 
information analysis, as well as the calculation of 
speech mistakes in the respondents' oral speech 
within the framework of the Shannon formula 
approach have been used. 

The proposed methodology is based on the 
systematic, multi-level approach to building a 
complex hierarchical language system. 
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In addition, within the framework of the 
ongoing project, qualitative and quantitative 
assessments of the perception of the speech 
competence level have been applied. 

There has also been shown the significance 
of the work conditioned by the overdue trends in the 
interdisciplinary relationship of present day 
innovative technologies with computational 
linguistics, mathematical and computer modeling, 
and information theory. 

 
3. LITERATURE REVIEW 
 

The basis of studies dealing with the 
methodology of entropy and information, in the 
authors’ opinion, can serve the works of such 
scientists as S. Angrist and L. Hepler [5], C. Shannon 
[6], R. Arnheim R. [7], L. White L. [8], R. 
Narashimha [9], R. Karnap [10], and many others. 

Many different works can be cited on this 
topic. The concept of entropy was introduced by 
Clausius in the 19th century as a measure of the 
degree of disorder. With the help of entropy, it 
became possible to evaluate such important concepts 
as order and disorder. For example, S. Angrist and 
L. Hepler give the following definition of entropy: 
"... entropy is defined as a quantitative measure of 
disorder in a system..." [5]. 

According to Doctor of Philology M.Yu. 
Oleshkov, “…entropy is understood as a measure of 
uncertainty (unpredictability) of the text 
development in the discursive process characterized 
by the possibility of selecting a certain stage from a 
number of options as a subsequent stage. The 
entropy index quantitatively characterizes the level 
of information orderliness of a text as a system: the 
higher it is, the less ordered the system (=text), the 
greater its deviation from the “ideal” development. 
Thus, entropy is a state function; any state of the 
system can be given a well-defined value of entropy” 
[11]. 

Considering the language by the methods of 
information theory has become a promising 
scientific trend that studies complex systems from 
the point of view of the processes of self-
organization taking place in them. Within the 
framework of this trend, a language is modeled as a 
complex, dynamic, self-organizing system from the 
disordered state to the ordered one. 

So, for example, domestic scientists, such 
as R.G. Piotrovsky [12], R.K. Potapova [13], V.V. 
Boguslavskaya [14], I.V. Baevsky [15], V.G. Sadur 
[16], B.Yu. Gorodetsky [17] and many others were 
engaged in theoretical research in that area. 

Note that the use of information theory to 
an oral speech utterance was developed by foreign 
scientists, such as R. Jakobson [18] and the staff of 
the Prague School. The information theory had 
become a field of activity for linguists who tried to 
apply certain concepts and methods of the 
information theory to solving linguistic problems. 

For example, scientist E. Janch [19] in his 
work gives an original concept of synthesizing 
natural and human sciences. In the work by R. 
Kehler [20] the language model is reconstructed in 
the unity of structure and dynamics. 

At present, due to the development of 
digital technologies and specialized software, many 
scientists continue dealing with the problems of oral 
speech. So, for example, the studies of K. Zechner 
[21], T. Nielsen [22], R. Rosenfeld [23] on 
interpolation weights and decomposition allowed 
determining the evaluation set and dwell on the 
morphological analysis of the word. The approaches 
of H. Strick [24], E. Holliman [25], M. Marcus [26] 
and their developments in the field of word-
formation language models and the data post-
processing step helped understand that it was 
necessary to introduce restrictions for combining 
morphemes and changing the mistake rate. The 
works by M. Metir [27], O. Shiohan [28] directed us 
to studying the newspaper text through peculiar 
phrases for spontaneous speech, using words outside 
the vocabulary, which led to the development of the 
training set of oral speech. 

 
4. RESULTS AND DISCUSSION 
 

Today, any scientific research is carried out 
using present day digital technologies. Immediately, 
let’s note that in linguistics, in order to obtain 
significant speech information for analysis and 
accurate data, methods and means of computer 
technology should be involved. 

At present, the versatility and complexity of 
such a phenomenon as oral speech seems to require 
a systematic approach. Oral spontaneous speech is 
one of the most relevant trends in the development 
of computational linguistics and present day 
information technologies. 

In this study, the authors have tried using 
the computer program developed to carry out speech 
diagnostics of specialists from the position of 
information theory, when entropy in oral speech 
serves as a measure of uncertainty, chaos and 
disorder. 

The object of the study has become speech 
activity of a specialist, namely, his oral speech in 
various situations of communication. At this, the 
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focus is on a new linguo-mathematical model with 
the theoretical justification based on the use of the 
fundamental law of conservation of the sum of 
information and entropy. It has been built using the 
Shannon formula. With a general description of the 
entropy-information (entropy is a measure of 
disorder, and information is a measure of removing 
disorder) analysis of texts, the Shannon statistical 
formula has been used to determine the perfection, 
purity of the text: 
 

𝐻 = − ∑ 𝑝 logଶ 𝑝
ே
ୀଵ   (1) 

 
where рi is the probability of revealing some unit of 
the system in their multitude  
 

𝑁; ∑ 𝑝 = 1, 𝑝 ≥ 0, 𝑖 = 1,2, … . , 𝑁ே
ୀଵ  (2) 

 
In order to determine the degree of the 

communicative skills of specialists formation, non-
survey research methods have been used, in 
particular, an experiment has been carried out to 
identify language mistakes in spontaneous oral 
speech, which is an indicator of the general culture, 
intellect and intelligence of a person. At this, the 
peculiarity of non-survey methods consists in that 
the subject behaves naturally. Such a research 
principle, in the authors’ opinion, allows making 
appropriate measurements of the linguistic literacy 
level and detecting speech mistakes. 

Experimental approbation of the practical 
program of the synergetic theory of information, 
which calculates communicative defects and failures 
in oral speech, has been carried out at a technical 
university. 

 The main task of the study at this stage has 
been considered implementing  substantiation of the 
model of professional communication reproducing 
the general principles of constructing an oral 
statement based on the entropy analysis. The entropy 
indicator demonstrates a quantitative measurement 
of the ordering of information in an oral statement, 
namely, the higher the indicator, the less ordered the 
statement in the system; from here it follows that 
there is more chaos in the system than information. 

For implementing the entropy analysis of 
the text, it is necessary to clarify the meaning of the 
concept of "communicative defect". This concept 
should be understood as communicative linguistic 
facts that occur outside the norm and represent 
mistakes and communicative failures. 

A communicative defect is understand as 
non-standardized communicatively manifested 
linguistic facts including actual mistakes and 
communicative failures, that is, when the speech 

norm of the speaker is not respected. So, for 
example, N.L. Shubina notes that a communicative 
failure occurs when communication participants use 
a different set of codes to transmit and to receive 
information [29]. 

An insignificant level of language 
competence, insufficient culture of language 
proficiency is perceived as a mistake, while the 
concept of a "communicative failure" comes into 
conflict with the concept of a "norm". This is caused 
by non-compliance with the language (speech) 
norm. Scientists have noted that the origin of the 
communication failure is explained by the use of a 
different set of codes by communicants when 
transmitting and receiving information. 

For a specific test of entropy analysis, there 
have been obtained the data based on oral speech. 
Due to the high costs involved in such a study, 
testing has be initially been limited to one language. 
For reasons of greater accessibility, Russian has 
been selected as the first language for testing. As a 
material for the experiment, spontaneous oral speech 
of bachelor, master, doctoral students and specialists 
has been used. Oral speech has been processed into 
a textual material, and with the help of a computer 
program, the information entropy in the speech of 
the subjects has been calculated, i.e. there have been 
detected communicative defects in speech. 

Spontaneity is referred to the quality of 
speech manifested in its unpreparedness, which is 
expressed at the lexical, morphological and semantic 
levels. In addition, a characteristic feature of 
spontaneous speech, both monologue and dialogic, 
is that a thought arises in the speaker and is verbally 
formed at the very moment of utterance. It is 
characterized by such properties as initiative, 
unpreparedness, improvisation, natural tempo, free 
use of language forms. Spontaneous speech is 
always conditioned by the real situation of 
communication. It assumes that skills and abilities of 
using a language material must be brought to such a 
level that speech communication can be performed. 
Without any doubt, the skills of spontaneous, 
unprepared speech are not formed by themselves but 
are developed in the process of careful, consistent 
preparation. 

The category of spontaneity in linguistics 
was first identified by S. Balli in describing 
dialogical speech. He defined spontaneity as 
unplanned, thoughtless speech limited by lack of 
time [30]. However, there is a difficulty in 
interpreting the term spontaneity, which lies in its 
different understanding: 
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- spontaneous speech is such speech that is 
born on the initiative of the speaker, without the 
influence of any external motives; 

- the concept of spontaneity is not polar to 
the concept of preparedness; 

- spontaneous speech is interpreted as ill-
conceived speech, not prepared in advance, which 
simultaneously reflects the processes of thinking and 
speaking. 

So, scientist-linguist D.V. Zhabin who was 
engaged in studying spontaneous speech, noted the 
difficulties of its scientific study. According to the 
researcher, “…the complexity of studying 
spontaneous speech lies in the fact that, with 
unprepared speech reproduction, its structure differs 
from other types of oral and written speech at the 
level of phonetics, vocabulary and syntax. This in 
turn requires the development of other methods plus, 
the recording and accuracy of transferring all the 
features of this type of speech is another difficulty 
for identifying the mechanism by which it is possible 
to describe a system containing the volume and 
specificity of the speaker's spontaneous utterance" 
[31]. 

To identify the computation of the level of 
entropy and the information volume of the text on 
the example of analyzing a graphically fixed speech 
fragment, spontaneous oral speech of bachelor, 
master, doctoral students and specialists has been 
recorded and processed. The speech is presented 
without editorial corrections. When analyzing the 
text, the authors have encountered some difficulties. 
The fact is that in the course of oral presentation it is 
very difficult to isolate the structure of the sentence 
itself, since the boundaries of a single statement are 
lost when translating an oral text into a written form. 

In addition, the issue of the text size has 
arisen, since its volume affects the quality of the 
analysis and causes difficulties. In the authors’ 
opinion, a more optimal unit would be the statement 
as the smallest part of the text, which is distinguished 
by relative communicative independence. In 
accordance with this, it has been decided to select the 
counting of the number of propositions in a segment 
of the statement, thanks to which it becomes possible 
to establish the speech mistakes of the material under 
study. Of course, this option does not give the most 
accurate and ideal indicators, however, it is one of 
the most reliable one among those available. 

For a more visual and meaningful 
presentation, the authors have settled on a text 

volume of 300 words. Of course, this is not an ideal 
option but in general it allows quantifying the 
information volume of the analyzed material and 
detecting language mistakes. Numerical data 
contained in the text have been written in cursive. 
Oral statements of the respondents have been used 
and processed as the experimental material. 

In the course of the experiment, a computer 
program has been developed to calculate the entropy 
in the oral speech of specialists and to identify the 
indicator of speech diagnostics in various 
communicative situations. The object-oriented 
programming language CSharp or C# (C Sharp) has 
been selected as the programming language. The 
program allows analyzing textual information based 
on the computational search for entropy in the oral 
speech of the respondents. 

This program performs the analysis of the 
entered text by the following points: 

• a message length; 
• a number of alphabet characters; 
• message entropy; 
• average entropy of a symbol; 
• a character length with uniform coding 

(bits); 
• a message length with uniform coding 

(bit); 
• absolute redundancy in the presentation of 

the message; 
• average absolute redundancy in character 

representation. 
In addition, the program encoder uses 

Shannon-Fano compression algorithms with 
variable-length codes: a frequently occurring 
character is encoded with a code of a smaller length, 
and a rarely occurring character is encoded with a 
code of a larger length. Each character entropy and 
its excess in the text have been determined. 

For a more visual and meaningful 
presentation, there is shown starting the program, 
which is performed by opening the file "Program 
based on the computational search for entropy 
according to Shannon and analysis of textual 
information.exe". 

After opening (Figure 1) there appears the 
program interface that consists of the following 
items: 

1. Text entry field. 
2. Modeler. 
3. Encoder. 
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Figure 1: The program interface 

 
Considering the forms of information 

representation, let’s note the fact that the analogue 
form is natural for the human senses, but the discrete 
form of information representation using a certain 
set of signs should still be considered universal. In 
particular, it is in this way that the information 
presented is processed by a computer, transmitted 
via computer and some other communication lines. 

As for the experiment, the result is simple 
in solution and in the technique of proving. The 

proposed approach to calculating the level of entropy 
in an oral statement based on the Shannon formula 
has its own significance. 

In the course of studying, in the program 
developed there has been carried out the analysis of 
oral speech of bachelor, master, doctoral students 
and specialists (Figures 2-5). 

 
 

 
Figure 2: Analysis of oral speech of bachelor students
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Figure 3: Analysis of oral speech of master students 

 

 
Figure 4: Analysis of oral speech of doctoral students 
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Figure 5: Analysis of oral speech of specialists 

 
Table 1: Results of computation search for entropy according to Shannon and analysis of the text information 

 
Oral speech Statement length 

(characters) 
Character mean 

entropy 
Character length 

with uniform 
coding (bit) 

Mean absolute 
redundancy in 
representing a 

character 
Bachelor students 1995 4,76043 6 1,23957 
Master students 2018 4,64635 6 1,35365 
Doctoral students 2508 4,68652 7 2,31348 
Specialists 2456 4,67081 6 1,32919 

 

 
Diagram 1: Results of computational search for entropy according to Shannon and analysis of oral speech 

 
Thus, the results of studying and analyzing 

Shannon entropy in oral speech show that the mean 
redundancy in representing a character is high for all 
the testees. It is noteworthy that when computing the 
entropy according to Shannon, the program does not 

take into account the features of a particular language, 
which in turn does not reflect the meaning of the 
transmitted information. 
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5. CONCLUSION 
 

The results of the experiment show that 
the analyzed texts have different levels of entropy. 
In the authors’ opinion, the oral statements of 
bachelor, master and doctoral students have high 
entropy, i.e. there is a significant number of 
structural-semantic, communicative defects. They 
violated the integrity and coherence of sentences, 
there is a lot of chaos and disorder. The theoretical 
and practical results obtained within the 
framework of the project show that the highest 
concentration of entropy is registered among the 
students, which confirms their special “language 
competence” as a result of the communicative 
process. In addition, in the course of the 
experiment, the participants revealed obvious 
violations of the lexical, semantic-syntactic and 
stylistic norms of the Russian language both on 
the part of specialists and on the part of the 
bachelor, master, doctoral students. As a result of 
processing the material, there has been such a 
classification of speech mistakes according to 
linguistic aspects and levels: 

- lexical; 
- syntactic; 
- morphological; 
- phonological. 
At the same time, it should be 

emphasized that the following quantitative 
parameters were taken into account when 
calculating the entropy level of the text: 

- the volume of the analyzed text at the 
sentence level. The sentence is transformed into a 
statement, while acquiring logical-semantic 
meanings; 

- the number of language failures (actual 
mistakes and communication defects); 

- the number of language mistakes that 
cause a fluctuation that characterizes any 
fluctuation or any periodic change. 

Thus, the experimental data show that, 
based on the synergetic information theory for the 
analysis of speech diagnostics, it becomes 
possible to analyze the communication features of 
oral interaction participants, their competence, 
their ability to competently build communication, 
as well as to predict the consequences of speech 
interaction and to anticipate the possibility of 
communicative successes and failures. 

In addition, the developed computer 
program can be used as an elective course in the 
educational process based on the interdisciplinary 
relationship of present day digital technologies 
with computational linguistics, mathematical and 

computer modeling, information theory in 
training bachelor, master, doctoral students as 
future specialists. 

In the authors’ opinion, using the 
analysis of oral speech, it is possible to determine 
the future business competence and professional 
suitability of specialists who work primarily in the 
educational environment. The effectiveness of 
this study will depend on the course of the 
experiments and the quality of the entropy 
analysis of the texts under study. 

 
The work is funded by the Science 

Committee of the Ministry of Education and 
Science of the republic of Kazakhstan (grant No. 
AP08856918). 

 
REFERENCES: 
 
[1] Zhanabayev Z.Zh., “Synergetic future of 

linguistics. Higher School of Kazakhstan”.  
No. 6, 2000, pp. 135-142. 

[2] Borbotko V.G., “Principles of discourse 
formation: From psycholinguistics to 
linguosynergetics”, Ed. 4th.  M.: Book 
house "LIBROKOM", 2011. p. 288. 

[3] Piotrovsky R.G., “On Linguistic 
Synergetics. Scientific and Technical 
Information. Series 2. Information 
processes and systems”, 1996. 

[4] German I.A., “Linguistics: Monograph / 
I.A. Hermann.” Barnaul: Publishing House 
of the Altai Academy of Economics and 
Law, 2000, p. 168. 

[5] Angrist S.W., Hepler, L.G., “Order and 
Chaos: Laws of Energy and Entropy.” N.Y.: 
Basic Books, 1967, p. 146. 

[6] Shannon C.E., “A Mathematical Theory of 
Communication”, Bell System Technical 
Journal. 27, 1948, pp. 379-423, pp. 623–
656. 

[7] Arnheim R., “Entropy and Art. An Essay on 
Disorder and Order”, Berkley and Los 
Angeles: University of California Press, 
1971, p. 61. 

[8] Whyte L., “Law Atomism, Structure, and 
Form. Structure in Art and Science”, Kepes 
Gyorgy (ed.), New York: Braziller, 1965, 
pp. 20-28. 

[9] Narashimha R., “Linguistic Entropy in 
Othello of Shakespeare”, New Delhi: M D 
Publications Ltd., 1994, p. 95. 

[10] Carnap R., “Two Essays on Entropy”, 
Berkley and Los Angeles: University of 
California Press, 1977, p. 115. 



Journal of Theoretical and Applied Information Technology 
15th July 2022. Vol.100. No 13 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
4725 

 

[11] Oleshkov M.Yu., “Fundamentals of 
functional linguistics: discursive aspect: 
Proc. allowance for students of the faculty”, 
Russian lang and lit., M.Yu. Oleshkov, 
Nizhny Tagil, 2006, p. 146.  

[12] Piotrovsky R.G., “On Linguistic 
Synergetics. Scientific and technical 
information”, Series 2. Information 
processes and systems. No. 12, 1996. 

[13] Potapova R.K., “New information 
technologies and linguistics”, Moscow, 
2002. 

[14] Boguslavskaya V.V., “Text Modeling: A 
Linguistic Socio-Cultural Concept: An 
Analysis of Journalistic Texts”, V.V. 
Boguslavskaya. M.: LKI., 2008, p. 280. 

[15] Bayevsky V.S., “Linguistic, mathematical, 
semiotic and computer models in the history 
and theory of literature”, V.S. Bayevsky. 
M.: Languages of Slavic culture, 2001, p. 
336. 

[16] Sadur V.G., “Speech communication with 
electronic computers and problems of their 
development. In: Speech communication: 
problems and prospects”, Moscow, 1983. 

[17] Gorodetsky B.Yu., “Computational 
Linguistics: Modeling Language 
Communication. New in foreign 
linguistics”, Issue. XXIV, Computational 
Linguistics, Moscow, 1989. 

[18] Jacobson R., “The Development of a Target 
Model of Language in European Linguistics 
in the Interwar Period”, 1964. 

[19] Jantsch E., “Die Selbstorganisation des 
Universums. Vom Urknall zum 
menschlichen Geist”, Munchen, 1992. 

[20] Kohler R., “Elements of synergetic 
linguistics. Proceedings of the 1st 
Quantitative linguistic conference”, 
Dordrecht, 1993. 

[21] Zechner K., Bejar I., “Towards automatic 
scoring of nonnative spontaneous speech”, 
Proceedings of the HLT, 2006, pp. 216–223. 

[22] Febe Vet Wet, Christa van der Walt, 
Niesler T., “Automatic large-scale oral 
language proficiency assessment”, 
Proceedings of the Interspeech, 2007, pp. 
218–221. 

[23] Rosenfeld R., “Adaptive Statistical 
Language Modeling: A Maximum Entropy 
Approach”, [PhD Thesis, School of 
Computer Science. Carnegie Mellon 
University, Pittsburgh], 1994. 

[24] Cucchiarini C., Strik H., Boves L., 
“Quantitative assessment of second 

language learners’ fluency by means of 
automatic speech recognition technology”, 
Journal of Acoustical Society of America. 
No. 107(2), 2000, pp. 989–999. 

[25] Godgrey J.J., Holliman E., “Switchboard-1 
release 2”, Tech. Rep., Linguistic Data 
Consortium. Philadelphia, 1997. 

[26] Marcus M., et. al., “Building a Large 
Annotated Corpus of English: The Penn 
Treebank”, Computational Lingustics, 
No. 19(2), 1993, pp. 313-330. 

[27] Meteer M., et. al., “Dysfluency annotation 
stylebook for the switchboard corpus”, 
Tech. Rep., Linguistic Data Consortium. 
Philadelphia, 1995. 

[28] Ramabhadran B., Siohan O., Sethy A., “The 
IBM 2007 Speech Transcription System For 
European Parliamentary Speeches”, IEEE 
Automatic Speech Recognition and 
Understanding Workshop, 2007, pp. 472–
477. 

[29] Shubina N.L., “On adaptive processes in 
spontaneous speech”, Aspects of speech 
conflictology edited by S.G. Ilyenko. 
St. Petersburg, 1997. 

[30] Bally S., “French style”, Moscow: 
Publishing House of Foreign Literature, 
1961, p. 394. 

[31] Zhabin D.V., “Formal signs of spontaneous 
speech of the speaker in a stress situation”, 
Dis. Cand. Philol., Voronezh, 2006, p. 330. 


