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ABSTRACT 
 

The insider threat that organizations and cooperation face today is a real and serious issue that has become 
increasingly difficult to address as time has passed. More complex approaches must be researched and 
developed for reliable recognition, detection, and response to insider threats. One way to achieve this is by 
identifying and classifying diverse viewpoints of insider threats. Various studies focused on comprehending 
and mitigating insider threats by developing different taxonomies and terminologies relating to insiders, 
insider threats, and insider attacks. However, few are concerned about the severity and impact of insider 
threats to an organization. Therefore, this paper proposes a taxonomy for profiling potential malicious 
attacks, highlighting severity to determine the impact of insider threats and the prioritization of 
vulnerability remediation activities. 
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1. INTRODUCTION  
 

An insider threat is a security risk that arises 
within the targeted company. It usually involves a 
current or former employee or business colleague 
who has authorized access to sensitive information 
or privileges within the organization’s network but 
intentionally or unintentionally causes harm to the 
organization [1]. Although insider threats have been 
on the rise throughout the years, they still are one of 
the most underestimated aspects of cybersecurity. 
According to a survey [2], insider security incidents 
increased by 47% between 2018 and 2020, while 
the cost of insider threats grew by 31%. 
Furthermore, 60% of data breaches are caused by 
insider threats. 

With the rising issue of insider threats over the 
years, it should be significantly taken into account 
to identify and classify various perspectives of 
insider threats. In their preliminary study, Nasser et 
al. [3] provide a taxonomy classification of hybrid 
insider threats to be used effectively to detect inside 

threats. [3]. Their later study revised the taxonomy 
to a descriptive category that focuses more on 
insider and insider threat detection [4]. Given that 
there has already been much research done on 
insider threat identification, the problem persists in 
modern society. We noticed that less effort had 
been made to abide by the severity of insider threats 
to one’s organization. Moreover, classifying 
severity in insider threat detection should also be 
considered vital as it can identify which 
components should have been prioritized in 
mitigating insider attacks and vulnerabilities. Thus, 
this study presents a taxonomy comprising its 
perpetrator, insider, attack detection, and severity 
category. 

The rest of this paper is laid out in several 
sections. Section 2 discusses related studies 
regarding insider threats and insider attacks, 
including taxonomies, detection methods, and 
analysis. Section 3 introduces the proposed 
taxonomy, and Section 4 concludes the paper and 
offers suggestions for future research. 
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2. RELATED WORKS 

Insider threat research has gotten a lot of 
attention due to its impact on many organizations. 
Various researchers focus on understanding and 
mitigating this issue by coming out with various 
taxonomies and terminologies regarding insiders, 
insider threats, and insider attacks. The summary of 
all mentioned or reviewed properties related to 
insiders is tabulated in Table 1. Table 2 shows the 
summary of dimensions for insider threat detection. 

Nasser et al. [3], in their preliminary study, 
propose a taxonomy of insider threats with 
terminologies that cover the entire insider threat 
field from objects (internal information) to subjects 
(insiders). The proposed taxonomy guides future 
research into insider threats, particularly insider 
threat detection and log files. However, in 2020, 
Nasser et al. [4] came out with a more precise 
taxonomy covering two perspectives of insider 
threats: insider and insider threat detection. The 
structural taxonomy provides future researchers 
with an extensive view and deep understanding of 
insider threats and how to detect them. Their studies 

and reviews contributed the most to our proposed 
taxonomy.  

Likewise, Homoliak et al. [5] provide an insight 
into insiders and IT where they mentioned that one 
of the most challenging attack models to deal with 
in practice is insider threats. They prepare a 
structural taxonomy for a thorough literature review 
that provides a systematization of knowledge in 
insider threat research (based on their studies and 
5W1H questions) while leveraging existing 
grounded theory. They present their taxonomy into 
two insider types which are malicious and 
unintentional. 

There are various fields affected by insider 
threats and possible attack schemes. For example, 
Farsi et al. [6] developed a taxonomy focusing on 
security threats and associated techniques in a cloud 
computing environment. Another study by 
Mamchencko and Sabanov [7] investigates an 
adequate prediction of USB-based attack vectors to 
assess the relevance and sufficiency of applying the 
well-known protection means.  

 

Table 1: Summary of Dimensions for Insider 

Dimension 
 

Characteristic Mentioned / Reviewed by Total 
Papers 

Insider Access 

Physical [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], and [14] 12 

Network 
[3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], 

[15], [16], and [17] 
15 

Host-based [7], [8], [10], [11], [12], [15], [16], and [17] 8 
Hybrid [5], [9], and [15] 3 

Insider 
Motivation 

Personal [3], [4], [5], [14], [15], [18] 5 
Political [3], [4], and [5] 3 
Financial [3], [4], [5], [14], and [17] 5 

Type of Insider Unintentional [3], [4], [5], [16], [17], [18], and [19] 7 

Insider Profiling 

Espionage [4], [5], [8], [16], and [19] 5 
Fraud [4], [5], [8], [11], [14],  [16], [17], [18], and [19] 9 

Theft of Intellectual Property [4], [5], [14], [16], [17], [18], and [19] 7 
Sabotage [4], [5], [6], [8], [11], [14], [15], [16], [17], [18], and [19] 11 

Insider 
Intentions 

To gain access to system resources [3], [4], [5], [6], [7], [8], [10], [11], [16], and [20] 10 
To cause malfunction [5], [7], [9], [10], [11], [12], [16], and [19] 8 
To delete information [5], [6], [7], [10], [15], [16], and [17] 7 

To steal [3], [4], [5], [7], [8], [10], [11], [15], [16], [17], and [19] 11 

To modify 
[3], [4], [5], [6], [7], [8], [9], [10], [14], [15], [16], [17], 

[19], and [20] 
14 

To destroy [4], [5], [7], [8], [9], [11], [14], [15], [16], and [20] 10 

Attack Method 

Information Exchange [3], [7], [8], [10], [20], [21], and [22] 7 
User Command [3], [4], [5], [8], [10], [15], [16],  and [23] 8 

Exploitation 
[3], [4], [5], [7], [8], [10], [11], [14], [15], [17], [20], and 

[23] 
12 

Script [3], [7], [8], [10], [11], [15], [20], and [23] 8 
Toolkit [3], [4], [5], [8], [10], [15], [16], and [17] 8 

Autonomous Agent [3], [8], [10], and [11] 4 
Probing [3], [7], [8], and [10] 4 

Scanning [3], [6], [7], [8], [10], [12], [14], [16], and [20] 9 

Social Engineering 
[3], [4], [5], [8], [10], [11], [14], [16], [17], [18], [20], [23], 

and [24] 
13 
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Aldawood et al. [8] developed an improved 
taxonomy for social engineering attacks to facilitate 
the development and implementation of 
countermeasures at both human-based and 
technology-based levels. In another study, Sharma 
et al. [9] conducted a 3-Dimensional analysis of 
cyber-physical system attacks to develop more 
secure products and align the security procedures 
across various application domains to protect 
against cyber-physical system attacks.  

 

Due to the sheer complexity of the insider threat 
problem, much of the prior research has 
concentrated on modelling the problem and 
developing framework approaches to solving the 
issues revealed through modelling.  

However, from all the research papers related to 
insider threats we studied, we found that few of 
them concern the severity of insider threats on an 
organization, as listed in Table 2. Therefore, our 
primary contribution to this review is the addition 
of the severity category in our taxonomy. 

 

Table 2: Summary of Dimensions for Insider Threat Detection   

Dimension Characteristic Mentioned / Reviewed by Total 
Papers 

Insider Threat Detection 
Methodology 

Anomaly [3], [4], [5], [6], [14], [15], [16], [24], and [25] 9 
Hybrid Classification [4], [5], [16], [20], [21], [22], [24],  and [25] 8 

Signature / Misuse-based [3], [4], [5], [14], and [15] 5 
Rule-based [4], and [14] 2 

General (Hypothesis-
Based) 

[5], and [14] 
2 

Insider Threat Indicator 

Deliberate Markers [3], and [16] 2 
Errors [3], [5], [15], [16], [18], and [24] 6 

Patterns [3], [5], [14], [16], [18], [20], [23],  [24], and [25] 9 
Verbal Behaviour [3], [4], [5], [14], [15], [16], [17], [18], and [24]  9 
Personality Traits [3], [4], [5], [15], [16], and [17] 6 

Insider Threat Data Source 

Computer Usage Activities 
Log 

[3], [4], [5], [8], [12], [14], [15], [16], and [17] 
9 

Database [5], [12], [13], [14], [16], [20], [21], [24], and [25] 9 
Network Traffic [3], [5], [8], [9], [12], [14], [16], [20], [23], and [24] 10 
Email Content [3], [4], [5], [8], [11], [12], [14], [15], [16], and [17] 10 

Documents [5], [8], [16], [17], [21], and [26] 6 

Affected Security Objective 

Confidentiality [3], [4], [5], [6], [7], [14], [15], [16], [17], [20], and [24] 11 
Integrity [3], [4], [5], [6], [7], [14], [15], [16], [17], [20], and [24] 11 

Availability [3], [4], [5], [6], [7], [9],  [14], [15], [16], [17], [20], and 
[24] 

12 

Impact 

Network [3], [4], [6], [7], [8], [9], [10], [11], [12], [14], [17], 
[18], [20], and [24] 

14 

Physical [3], [4], [6], [7], [8], [9], [10], [11], [12], [14], [17], 
[18], and [20] 

13 

Psychological [6], [7], [8], [14], [18], and [20] 6 
Economic / Financial [4], [7], [8], [11], [14], [15], [17], and [20] 8 

Political [4], [7], and [14] 3 
Reputational [4], [7], [8], [11], [14], [15], and [17] 7 

Scope 
Local [8], [14], [17], [19], [20], and [27] 6 
Global [14], [17], [19], [20], and [27] 5 

Severity Level Contemplation 
Low, Medium, High, 

Critical 
[6], [7], [8], [9], [12], [17], [18], and [25] 

8 
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3. PROPOSED TAXONOMY 

This literature review on insider threats was 
based on secondary data resources obtained from 
journals, conference papers, and books summarized 

in developing the proposed taxonomy, as illustrated 
in Figure 1. From the classification of insider 
threats taxonomy developed by [4], two main 
categories are adopted in the proposed taxonomy: 
Insider and Insider Threat Detection.  

 

Figure 1: Taxonomy of Insider Threats 

3.1 Insider 
An Insider is an individual within an 

organization who has special knowledge or access 
to confidential information. For instance, a potential 
attacker derived from within an organization has 
authorization to areas or restricted information. This 
category includes Access, Categories, Motivation, 
Intentions, and Attack Method. 

3.1.1 Access 
Insiders naturally have authorized access within 

their roles to specific categories, allowing them to 
pose threats. Access can be categorized into 
Physical, Network, Host-based, and Hybrid in the 
proposed taxonomy. In more detail, Physical Access 
is when someone can access the company’s 
department, facilities, and even their IT 
infrastructures. By possessing this access, insiders 
may find privacy-sensitive information that can be 
used to conduct authorized misuse actions, both 
intentionally or unintentionally [3]. Malicious 
insiders can exploit physical security vulnerabilities 
that can cause severe damage to organizations. 
They can also conduct mischievous actions to 
infiltrate data or steal devices. 

Network Access involves insiders who have 
access to the company’s secure network or systems. 
Insiders can misuse their access to data systems to 
steal intellectual property to commit fraud. Indeed, 
intrusion detection systems are vulnerable to 

internal attacks when intruders have authorized 
access inside a network or computer system [28]. 
Other methods for undermining an organization’s 
reputation include leveraging network traffic to 
send unsolicited e-mails, denial-of-service (DoS) 
attacks and malware propagation.  

Host-based System Access can be referred to as a 
hierarchical communications system managed by a 
central computer. It involves the operation mainly 
carried out by software in the computer rather than 
in a peripheral device. Host-based access describes 
insider access to host-based domains. For example, 
authorized insiders have access to monitored or 
modified activities of employees by tracking system 
calls at the operating system level, such as using 
logging tools [15]. Malicious insiders can bypass or 
disable the logging tools for their benefit by having 
this access. 

Lastly, Hybrid Access describes insiders with 
access to a hybrid environment and infrastructures. 
Hybrid can be explained as a combination of on-site 
and, in the cloud, publicly or privately. They can 
work jointly together and could be managed with 
one set of policies. This feature domain can contain 
many insider activities such as file operations, e-
mails, websites, etc. [15]. In addition, hybrid 
infrastructure requires different tools to manage the 
different environments. By having this access, 
malicious insiders may exploit the complexity of 
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this domain to their advantage, such as endangering 
and controlling critical data. 

3.1.2 Categories 
There are different types of insiders and can be 

categorized into two kinds: Intentional and 
Unintentional. An Intentional insider is a malicious 
employee who uses their authority to pose threats to 
their organization. The Unintentional type refers to 
an existing employee who unintentionally harms the 
organization or increases the possibility of future 
risk to their organization. Typically, the 
unintentional type does not intend to harm their 
company, but their careless action can cause one. 
For example, an employee downloading malicious 
content from the internet or error can cause system 
interruption. 

3.1.2.1 Insider Profile 
Insider Profile is obtained through behavioural 

data of intentional insiders because most insider 
threat attacks are deliberate. Espionage, Fraud, 
Theft of Intellectual Property, and Sabotage are the 
four types of Insider Profiles. Espionage is an act of 
spying on foreign entities to obtain classified or 
private information [16]. It includes the intentional 
destruction of a company’s physical or logical 
resources so they can’t be utilized [3], [29]. A 
masquerader is one example of espionage. It 
describes an external attacker posing as an 
authorized user to obtain unlawful access and 
authority to do malicious activities. Likewise, a 
masquerader can also be an attacker who does 
social engineering to persuade a legitimate insider 
to give up important information or access to a 
service or system, such as pretexting. 

Fraud explains an employee’s fraudulent action. 
Greed or financial problems are common 
motivators that lead to Fraud, and this form of 
crime is usually long-term. [5]. These Fraud 
criminals are also known as traitors of organizations 
that have access to critical data. These people are 
always looking for space and opportunities to use 
such data. They can also act violently using verbal 
harassment and other disruptive behaviour [18]. 

Theft of Intellectual Property describes taking 
someone’s or an organization’s ideas, inventions, 
creative output, or other intellectual property. Theft 
of Intellectual Property has many consequences for 
organizations, including a loss of competitive 
advantage, reputational damage, a delay in 
corporate growth, and customer trust.  

Lastly, Sabotage happens when an organization’s 
resources are intentionally destroyed so they can’t 
be used. Sabotage can happen whether by a former 

employee with network access bent on Sabotage or 
even a foolish employee or associate who clicks on 
phishing links while using company devices. 
Sabotage can impact both physical and logical 
damage. 

3.1.3 Motivation  
It is essential to define insider threat’s motivation 

and purpose for mitigation strategies. Insider 
Motivation is divided into three categories; 
Personal, Political, and Financial.  

Personal Motivation is a type that can come in 
various forms but mostly in blackmail form [4]. The 
main target of this behaviour is someone who holds 
personal secrets which they do not want others to 
know. The attacker then offers some ransom 
bargains and threatens to disclose the personal 
secrets if the target does not want to cooperate. 
Many persons and organizations may face 
significant difficulties as a result of this. Another 
example of this motivation is disgruntled 
employees, consisting of current employees or 
unhappy former employees [3].  

Political Motivation occurs when the attacker has 
a strong political view that urges everyone to have 
the same idealism. If other employees hold different 
opinions and actions, the attacker will cause harm 
when the opportunity arises or even collaborate 
with malicious individuals or organizations. 
Terrorist is a prime example of political agenda. 
Terrorism is an extreme/violent act to uphold 
political beliefs by causing severe damage that 
results in harm and even loss of life. Such 
behaviour can severely impact an organization’s 
reputation and affect psychological well-being by 
causing stress, trauma, anxiety and personal 
insecurities [30]. 

Financial Motivation is a powerful force that can 
push some people to act in ways that no one could 
have predicted. It involves motivating or directing 
someone with money or anything associated with 
luxury to do malicious activities.  

3.1.3.1 Insider Profile 
In the proposed taxonomy, Intention is sub-

characteristic for Motivation to describe the action 
taken by the insider based on the motivation’s 
perspective. Although the terms motive and intent 
are sometimes used interchangeably, they are two 
separate concepts. Motive is more concerned with 
the attacker’s underlying reasons for committing a 
crime. On the contrary, the intent is concerned with 
the attacker’s desire to carry out the actions 
connected to the offence.  
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There are six elements under Intentions: To gain 
access to system resources, To cause malfunction, 
To delete information, To steal, To modify and To 
destroy. Each insider’s motivation may contain the 
same intention. For example, a disgruntled insider 
may alter critical data to harm an organization’s 
reputation. Another example is an insider who, 
motivated by financial gain, may launch an attack 
by modifying data to gain money from competitive 
cooperation. 

3.1.4 Attack Method 
An insider could use many various techniques to 

carry out an attack. In the proposed taxonomy, 
attack methods are classified into nine categories: 
Information Exchange, User Command, 
Exploitation, Scripts, Toolkit, Autonomous Agent, 
Probing, Scanning, and Social Engineering. An 
insider can utilize Information Exchange methods 
such as getting information from a user by inducing 
an attack (e.g., social engineering) or obtaining 
information from attackers [3], [31] via computer 
networks and telecommunications [4]. The attack 
method by User Command entails various 
operations that are entirely based on simple 
commands that legitimate users can run from the 
insider’s computer account. Most of these incidents 
are undetectable by intrusion detection software [3], 
[32]. 

Exploitation can frequently occur as insiders are 
generally aware of their weaknesses and might 
exploit them. Exploiting physical security 
vulnerabilities is also a concern as an insider has 
access to various authorized and restricted areas and 
processes. Insiders planned to detonate a logic 
bomb by modifying production Scripts to perpetrate 
their attacks [33]. A logic bomb is malicious 
software that creates a backdoor account that allows 
the script to run. It is activated on the host network 
when particular criteria are satisfied.  

The Toolkit is a software package containing a 
range of harmful or obfuscating programs regularly 
distributed on hacker websites [31]. While 
Autonomous Agents are software programmes that 
respond to states and events in their environment 
without direct instruction from the agent’s user or 
owner, they work on the owner’s behalf [34]. 
Probing is the process of gaining access to a target 
[31] via a known or potential weak point to 
determine its characteristics and vulnerabilities.  

Scanning can work by continuously sending 
requests for information to learn about the 
vulnerabilities of the computer or the network [3], 
[31]. Finally, Social Engineering involves coercing 

employees into performing actions or disclosing 
confidential information that will be utilized 
maliciously to breach the company’s network [35]. 
It employs psychological techniques to persuade 
users to make security mistakes or disclose critical 
information. 

3.2 Insider Threat Detection 
The second category is Insider Threat Detection, 

which describes the process and technology used to 
detect insider threats. Three elements have been 
identified under Insider Threat Detection: Detection 
Methodology, Indicator of Compromise and 
Severity. 

3.2.1 Detection Methodology 
A methodology is a procedure or approach used 

to find, select, process, and analyze a specific 
subject. Anomaly Detection, Hybrid Classification, 
Signature-Based Detection, Rule-Based Detection, 
and General-Based Detection are the five categories 
used to categorize Detection Methodology. 

Anomaly Detection or outlier analysis is a data 
mining step that identifies unusual data points, 
events, or/and observations that differ from the 
predicted behaviour of a dataset. The irregularities 
discovered by this technique can be used to identify 
intrusion attacks [36]. A study has been conducted 
on an evaluation process for different machine 
learning techniques on the CERT Insider Threat test 
dataset to detect insider threats [37]. 

The Hybrid Classification method is relied on 
instance filtering to achieve a high level of accuracy 
while keeping the learning outcomes simple to 
comprehend. Even though misclassification 
examples are often dismissed as noise, they can 
include useful information for identifying the class 
values of other instances [38]. Decision tree 
induction and a Naïve Bayesian classifier are 
examples of algorithms used. 

Signature-based or misuse-based detection is a 
process for establishing a unique identifier for a 
known threat to be identified in the future. The 
process takes place by providing the system with 
signatures of previous attacks. The system then 
detects new attacks by comparing signatures to 
those of previously identified attacks [15]. 

General-Based Detection used a hypothesis to 
detect insider threats. This methodology includes a 
three-tier conceptual model: hypothesis (top layer), 
measurement, and real-world (bottom layer). An 
observer or analyst would look at the model from 
the top and approach it in a bottom-up or top-down 
approach [14]. Measurements are being deduced 
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from real-world elements in a bottom-up approach. 
By recording attributes and behaviour to suggest 
insider intentions, these measurements can develop 
an insider profile. It will then generate a sub-
hypothesis (low-level hypothesis) from which a  
future/more parent hypothesis can be constructed. 

In comparison, the top-down approach begins 
when an analyst or observer has concern or 
suspicion about a particular person. This method 
can also be applied to a “what-if” scenario. The 
analyst will often have multiple sub-hypotheses and 
alerts and will later employ the available data from 
the measurements tier. As a result, the probability 
of the hypothesis being true would be the model 
output. 

3.2.2 Indicator of Compromise 
An indicator of compromise is a piece of 

information that can be used to identify potentially 
malicious activity on a system or network. By 
compromising potential risk indicators, 
organizations can detect attacks and act fast to 
avoid any unwanted activities by preventing attacks 
in the early stages by monitoring for indicators of 
compromise. These indicators are observable and 
reportable behaviours that indicate individuals who 
may be more likely to become a threat. We 
discussed five indicator categories in this section: 
Deliberate Markers, Error Log, Patterns, Verbal 
Behaviour, and Personality Traits. 

Deliberate Markers are those left by attackers 
with the intent of making a statement. The 
magnitude and obvious markers might vary; 
therefore, discovering the smaller, less noticeable 
ones before a major attack should be the top priority 
for anyone seeking to spot them [39]. Error Log 
describes a record of critical errors that the 
application, operating system, or server encounters 
while in use. Error logs are extremely valuable for 
diagnosing and maintaining systems, servers, and 
even networks in many circumstances. 

Patterns of insider attack can be found in the 
correlated usage of the computer system. These 
patterns may not be visible on a single system, but 
the fact that they appear on numerous systems can 
reveal the intents of a potential criminal [39]. On 
the other hand, insider threat data is usually 
continuous, and the pattern of threats changes over 
time [4]. Verbal Behaviour indicates insider 
manners, whether it is the expression of aggression, 
unusual enthusiasm, or disgruntlement [39]. A 
potential malicious insider may express physical or 
verbal dissatisfaction to damage the organization. 
Lastly, Personality Traits reveal potential ethical 

issues regardless of their thoughts, expressions, 
feelings, and behaviours. These basic characteristics 
can be quite useful in predicting insider attacks by 
looking at individuals’ consistency and stability in 
their work. 

3.2.2.1 Data Source 
Insider attack signs can be found in various 

places, including data sources. Data sources can be 
categorized into five types, Computer Usage 
Activities Log, Database, Network Traffic, E-Mail 
Content, and Documents.  

As computers are widely used in a working 
environment, organizations can monitor their 
employees’ activities by collecting private datasets 
using Computer Usage Activities Logs. This log can 
contain system information as well as user’s 
activities such as logins, e-mails with tags such as 
user ID, access events, browser usage, process 
usage, removable device usage, activity code, 
timestamp, host PC ID, usage after normal working 
hours, and PC owner [16]. Organizations can use 
the recorded log to detect potentially hidden 
behaviour like destruction, misuse, corruption, and 
theft [16]. 

Meanwhile, Databases remain the most prevalent 
data sources, serving as the primary storage for data 
in every industry. As a database contains data 
records or files information about sales transactions 
and/or interactions, Mathew et al. [40] propose a 
solution to address database management security 
problems against the insider threat. Using the S-
vector technique, the proposed data-centric 
approach employs user access model patterns to 
profile users’ data points and generate the numeric 
characteristics’ min, max, mean, median, and 
standard deviation. The total count and number of 
distinct values are calculated using the non-numeric 
attribute. 

Network Traffic can also be used as a data source 
for insider threat indicators by analyzing the ability 
of malicious behaviour through a network 
connection and HTTP requests [41]. Network 
connections and HTTP request logs represent the 
network traffic that characterizes IP network flow 
and individual HTTP requests and responses. 
Network connections contain TCP connection log 
information that is related to network flows, 
including the size of traffic sent over the 
connections, the total number of connections and 
the average duration of connections per host time. 
HTTP request logs and HTTP headers contain 
information about queries cached in a local 
database [41]. Thus, possible causes of any 
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abnormal activities found in the network traffic can 
also be triggered by insider threats. 

Text exchange through e-mails or chat messages 
can also give away any malicious intent of someone 
against their organizations or targeted employees. 
Hence, E-Mail Content analysis and social network 
analysis needed to be done to detect insider threats 
involving collaborating traitors. One of the possible 
datasets that can be used is the Enron e-mail dataset 
[5].  

Lastly, Documents can also be used as a source 
of information for insider threat indicators. Any 
irregular edit sequences to document information 
and works can cause intentional or unintentional 
insider threats. Furthermore, a stylometry 
application can also measure possible user traits for 
any obnoxious behaviour [41]. 

3.2.3 Severity 
3.2.3.1 Affected Security Objective 

CIA triad consists of three principles; 
Confidentiality, Integrity and Availability, which 
are crucial to information security because it helps 
organizations with complicated requirements, 
improve security posture and ensure business 
continuity [42]. As insiders possess authorized 
access to restricted areas and processes, keeping the 
CIA triad in check should be prioritized.  

Confidentiality highlights the necessity to 
safeguard confidential and sensitive information 
from unwanted access [42]. This principle ensures 
that sensitive data is only accessed by authorized 
individuals and kept out of the hands of those who 
are not authorized to hold it. 

Integrity ensures that the data available is 
accurate, authentic, and trustworthy. In other words, 
it ensures that the data has not been tampered with 
and can thus be trusted. Whether on a personal 
device, a storage device, a data centre, or the cloud, 
an organization must guarantee that its data is 
secured when in usage, transit, and stored [42]. 

Availability ensures that authorized users can 
access the systems, applications, and data when 
needed. To guarantee that critical business 
processes are not disrupted, networks, systems, and 
applications must be available [42].  

Figure 2 shows that the most security propriety 
caused is availability disruption, composed of 12 
out of 25 analyzed research papers. This finding is 
based on the fact that insiders can most likely cause 
interruption of services, applications, and data 
availability. The possible cause of this disruption 
can be both unintentional and intentional. For 

example, unintentional human errors in system 
maintenance can impact the performance and safety 
of equipment in many ways [42]. Hence, initiatives 
aimed at identifying and evaluating human error in 
maintenance are critical, as they can lead to the 
creation of a proper solution for human error 
reduction.  

 
Figure 2: Mentioned Affected Security Objective Bar 

Chart 

In addition, Denial-of-Service (DoS) and 
Distributed Denial-of-Service (DDoS) attacks can 
be categorized as intentional attacks for availability 
disruption. These attacks can result in server 
outages, loss of productivity and loss of confidential 
data [43]. This can result in severe reputational and 
financial damage for an organization and 
psychological harm to employees, as they are 
pressured to get resources back online quickly [44]. 

3.2.3.2 Impact 
Based on the studies of potential damage caused 

by the insider, we conclude that insider threats can 
also result in severe damage to each section of an 
organization. Thus, we classify this category into 
six types; namely Network, Physical, 
Psychological, Economic or financial, Political and 
Reputational. 

Following a thorough review of the research 
articles, most papers mentioned insider threats 
could impact severe damage in the Network section, 
as seen in Figure 3. If the network sector is 
damaged, it can affect network equipment, 
operations, and productivity. An insider with 
authorized access to the network environment can 
launch a potential insider attack to disrupt the 
network, as discussed in Section 3.1.1. An analysis 
[4] supports this, stating that most insider threats 
are caused through network access. In the 
aftermath, system downtime can happen, which can 
cause severe damage to one’s company. An 
example of the damage that can happen is the loss 
of productivity. As businesses today rely heavily on 
internet communications and services, losing 
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network connection may bring the entire workplace 
to a halt, from e-mail and software operations to 
task management and customer support systems. 
An unexpected server outage could shut down a 
manufacturing company’s entire production line. If 
the missing services were part of a supply chain, 
this might have a long-term impact on productivity. 

 
Figure 3: Mentioned Impact Pie Chart 

Physical damage holds a high value of potential 
critical implications for an organization. Physical 
damage can cause tangible harm to a property that 
materially impairs its use, marketability, or value, 
whether it is caused intentionally or unintentionally. 
If physical vulnerabilities are not addressed, it will 
create unsafe working conditions and can lead to 
downtime losses. Furthermore, both network and 
physical locations can influence the severity of 
additional Reputational, Political, Economic, and 
Psychological sections. Therefore, organizations 
should tighten their security in both network and 
physical areas to reduce risks and damage. 

3.2.3.2.1 Scope 
The Scope is used to calculate whether the 

severity impact of insider threats only affected just 
locally within the organization or impacted 
thorough global aspect. The scope categorization is 
inspired by the Common Vulnerability Scoring 
System (CVSS) base metric group [45]. There are 
two main categories, namely, Local and Global, and 
both of these categories include Changed and 
Unchanged. If the Scope is modified, the severity is 
increased.  

The severity of insider threats within the 
organization is assessed by Local Scope. Because 
Local Scope does not include impacted services 
between clients or other organizations, it only 
illustrates the influence of work processes and 
productivity locally. 

Local Changed explains that a locally exploited 
vulnerability can have an influence on other 

systems. Insider threats that affect the 
organization’s local database is considered to have 
a local changed scope. This is because the 
vulnerable component is the MySQL server 
database, where the attacker logs in to carry out the 
attack, and the impacted component is a remote 
MySQL server database (or databases) to which this 
database replicates. Local Unchanged describes the 
vulnerable and impacted local components are 
either the same or are managed by the same security 
authority [45]. For example, a negligent insider 
sends sensitive data to the wrong person via e-mail. 
This is considered Local Unchanged as the 
vulnerable components and impacted components 
are the same — the e-mail with sensitive data. 

Global Scope considers affected customers, 
collaboration, enterprise, merchandise, global 
network, and services. Global Changed explains 
that an impact is caused beyond the exploitable 
component. For instance, a terrorist attack on an 
organization is considered Global Changed as the 
vulnerable components; physical and logical 
security vulnerabilities are different from impacted 
components. Global Unchanged describe only 
resources managed by the same security authority 
that can be impacted by an exploited vulnerability. 
For example, an irresponsible insider that neglects 
vulnerabilities found in the company’s website can 
be considered Global Unchanged as the company’s 
website serves as both vulnerable components and 
impacted components. 

3.2.3.3 Severity Level 
The severity level comes in four different levels: 

Low, Medium, High, and Critical. A Low level 
means the risk is low, and additional risk-reduction 
measures are not required. While the Medium level 
describes the risk may be acceptable, redesign or 
other changes should be considered if reasonably 
practical. Next, the High level indicates a not 
acceptable level. Further analysis should be carried 
out to provide a more accurate risk estimation. 
Lastly, the Critical level is the most concern and 
should be focused on immediately. This major 
event is most likely to cause severe damage that 
could ruin the organization. 

3.2.3.3.1 Ranking 
We categorized ranking into two types: Ranking 

Score and Ranking Order. Firstly, we calculate the 
severity of insider threats and tally them with other 
cases. We present the calculation in a ranking score 
for remarks and examination. After that, we 
continue the process by ranking them in order of 
severity to indicate which example cases are the 
most severe compared to others. By doing this, 
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organizations can determine their priority in 
mitigating insider attacks. 

3.3 Comparison with other Taxonomies 
This section describes the comparison of the 

proposed taxonomy with other developed 
taxonomies. As shown in Table 2, few studies 
focused on the severity of insider threats to an 
organization. In this paper, the proposed taxonomy 
highlights the importance of severity assessment to 
identify which components should be prioritized in 
preventing insider threats and vulnerabilities. Future 
studies may also incorporate the severity 
assessment of individual insider threat indicators 
and a detailed study of other insider threat indicator 
patterns, as suggested in [46].  

4. CONCLUSION 

Insider threats are one of the most common 
security concerns for organizations. Because of the 
significant impact on an organization, detecting the 
malicious insider threat is critical. However, 
organizations are either oblivious to the 
consequences of insider abuse or are afraid of 
losing their reputation and credibility if they 
divulge the details to the public. 

This paper discussed related studies regarding 
insider threats and insider attacks, including 
taxonomies, detection methods, and analysis. A 
new taxonomy for profiling potential malicious 
attacks has been developed, highlighting severity to 
determine the impact of insider threats and the 
prioritization of vulnerability remediation activities.  

In our future work, we will map the developed 
taxonomy on known real-world examples to 
demonstrate its compliance and validity in 
describing risks for selecting organizations’ 
adequate protection solutions and strategies. 
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