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ABSTRACT 
 

At least 20 e-commerce businesses in Indonesia have stopped operating due to human resource problems. 
The recommendation system is an important feature in e-commerce which was initially done manually. 
However, a computing field has emerged that can replace human labor in recommendation systems, reduce 
human errors and work more efficiently. This paper aims to implement an efficient and scalable 
recommendation system using Machine Learning techniques. The content-based filtering used in this paper 
uses the Approximate Nearest Neighbor algorithm with different indexes that provide similar product 
recommendations. Data is collected from Tokopedia product information, which is divided into five 
categories. The optimal Nprobe is found at 6% which is the standard Nprobe for each index. The index that 
has the best recall@R parameter, fastest prediction time and training time respectively are IDMap,Flat, 
IVF1024_HNSW32,Flat and IDMap,Flat. 

Keywords: E-commerce, Recommendation System, Machine Learning, Content Based Filtering, 
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1. INTRODUCTION  
 

Information technology and digital economy 
introduce new opportunities for all economic 
sectors. The development of information 
technology and its products support the creation of 
digital economy [1]. 

171.17 million out of 264.16 million Indonesian 
population (more than 60%) are internet literate or 
capable of using the internet. Online shopping using 
e-commerce is one the most frequent online activity 
in Indonesia [2]. E-commerce has advantages for 
increasing competitiveness in organization, 
especially in business management, finance, 
accounting and many more business fields [3]. Even 
more, Indonesian e-commerce transactions in 2022 
are estimated to increase by more than 50% from 
2020 or more than 400% when compared to 2018 
[4]. 

However, there are more than 20 e-commerce 
startups collapsed in the last 2 years (2017-2019) 
[5]. The major problem is lack of competition with 
other e-commerce firms caused by recruiting too 
many workers for doing manual work, including 

recommendation system. In addition, 
recommendation system has an important role to 
increase the company's revenue. Like the world's e-
commerce giant, Amazon, around 35% of their 
revenue comes from the recommendation engine 
[6]. 

With this manual process, the recommendations 
might be subjective and not based on the market 
traffic. Meanwhile, if the company has 
implemented machine learning techniques, usually 
the modeling requires users-items relationships 
information. However, this method is very limited 
with sparse data and can lead to cold start issue, 
which occurs when the input does not have any 
information related to other products or users, such 
as new products [7]. When the cold start issue 
occurred, the product will not get recommendation 
and made the page will not show the 
recommendation’s widget or page. 

Machine Learning approaches can be used to 
automate recommendation systems and reduce 
human error. The algorithm used in this paper is 
Approximate Nearest Neighbor, a category of 
content-based filtering, which can solve the cold 
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start problem found in the previous report. With this 
benefit, we can give the recommendations to all 
products even the product didn’t have any 
information related user-items relationships. 
Product titles, descriptions, price, and categories are 
used as input. While the Approximate Nearest 
Neighbor will predict recommended products that 
have a product vector that is adjacent to the input 
product [8].  

2. LITERATURE REVIEW 

 
2.1 Content-based Filtering 

Content-based filtering is a 
recommendation system based on item description 
data, rather than predictions based on user 
associations. The user will receive a suggestion that 
has the same description data as what the user has 
viewed. With this system, the recommendations can 
be generated, even with a limited data collection, 
thus a user can get the recommendation which does 
not have any transaction [9]. 
 
2.2 Doc2Vec 

Doc2Vec is a Word2Vec method that 
extends from the word level to the document level. 
Doc2vec's main objective is to analyze the neural 
network from the target word and the surrounding 
word to determine the optimal vector 
representation. In a similar way to Word2Vec, each 
word is represented by a d-dimensional continuous 
vector (d << | V |, that is a measure of vocabulary in 
the corpus). Moreover, the document is represented 
as a continuous vector in the same word vector 
space [10]. 

In the previous research conducted by 
Donghwa Kim and friends related to Doc2Vec, the 
research implemented three document 
representation methods, namely TF-IDF, LDA and 
Doc2Vec. In their own study of Doc2vec, the 
researchers used PV-DM and PV-DBOW and 
combined these results with other vectors to 
improve the performance of the classification 
technique. The vector combination is called as 
concatenate [10]. 

 
2.3 Approximate Nearest Neighbor 

Approximate Nearest Neighbor is a 
strategy for reducing the cost of similarity queries 
by lowering the accuracy. 

In the research conducted by Zhibin Pan 
and his friends, to overcome the problems caused 
by the large dimensions and the amount of data in 
the dataset, Approximate Nearest Neighbor (ANN) 
method was used with Product Quantization (PQ), 

which is a special form of Vector Quantization 
(VQ). The purpose of PQ is to divide the original 
database space into the Cartesian product from low-
dimensional sub-spaces. On the one hand, to avoid 
a thorough search, the PQ method was combined 
with the inverted file index (IVF), which uses 
standard vector quantizer as the coarse quantizer to 
get a small size of candidate database vectors [11]. 

Basically, the IVF index will divide the 
data into clusters. Vector x is only compared with 
vectors that have the same cluster and adjacent 
clusters. There are two important parameters for the 
query process method, namely Ncells (the desired 
number of cells for output) and Nprobe (cells 
outside of Ncells which are compared to perform a 
search). The research shows IVF can effectively 
reduce costs and achieve substantial acceleration 
over the comprehensive searches [12]. 

In addition, a development made by Yu. 
A. Malkov increase the prediction speed of ANN 
algorithm using the combination of IVF index and 
HNSW (Hierarchical Navigable Small World). 
HNSW is a graph-based incremental ANN 
structure, which offers more efficient logarithmic 
complexity scaling. The main steps of HNSW are 
explicit selection of graph entry point nodes, split 
links with different scales, and utilize advanced 
heuristics to select neighbors. The HNSW 
algorithm can be considered as the development of 
a probabilistic skip list structure with a graph 
approach compared to a linked list [13].  

 
2.4 Cosine Similarity 

In mathematics, the cosine similarity 
analyzes similarity by measuring the cosine of the 
angle between two vectors [14]. In general, the 
implementation of cosine similarity is used in 
similarity texts. The output range of cosine 
similarity is 0-1. The higher the cosine similarity 
value means the higher similarity of two texts. 

 
2.5 Evaluation Metrics 

Evaluation metrics used in this research is 
recall@R for measuring the accuracy of ANN. For 
a query set with size Nq, we retrieve the first R 
positions for every query and include Nr nearest 
neighbors, then the recall@ R is the ratio of Nr to 
Nq. When R is long enough, several techniques 
may obtain extremely high recall@R, but most 
users are only interested in the top 100 or even less 
results for ANN search [11]. 

 
2.6 CRISP-DM 

CRISP-DM is one of the most popular 
frameworks for applying data mining projects. The 
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“Business Understanding” process is the first step 
of CRISP-DM that determine whether a machine 
learning modelling can affect business operations. 
The following step is "Data Understanding” which 
aims to determine hypotheses for hidden 
information about the objectives of a machine 
learning modeling project that is formed based on 
experience and qualified assumptions [15]. The 
third process is called "Data Preparation", the 
process aims to collect relevant data and prepare the 
data for the next process, namely modeling [16]. 
Modelling is a workflow built to find the desired 
parameter settings for the selected algorithm and to 
run machine learning modeling tasks [17]. The next 
phase is "Evaluation", in which the model is 
trained, then tested against a test dataset and 
evaluated against the underlying business 
objectives. If the findings of this evaluation are 
positive, this machine learning model will be 
implemented on a larger scale or production scale, 
or also known as the "Deployment" process [17].  

 
3. METHODOLOGY 

In this study, the framework used is CRISP-DM 
including data understanding, data preparation, 
modelling, and evaluation. 
 
3.1 Data Understanding 

In this stage, the data is collected, namely 
the product detail info on the product detail page. 
Web scraping was used to get the data from 
numerous products in Tokopedia E-commerce. By 
using web scrapping, data is retrieved through the 
text in the html on the product detail page. The 
parameters retrieved from product details vary 
widely, such as product titles, price, locations, 
categories and etc. Next phase is filtering 
parameters by checking whether these parameters 
are suitable for data preparation process and the 
final parameters are product title, category, product 
description and price. The categories chosen in this 
research are men's fashion, women's fashion, 
books, electronic devices, and health. In total the 
amount of collected training data is 50.000. 

 
3.2 Data Preparation 

The data preparation aims to get clean data 
in vector form. Data requires preprocessing before 
its features can be extracted. Doc2Vec, One-hot 
Encoding, and normalizing are the techniques 
utilized in this procedure. The product title will be 
cleaned with a stopword and stemming procedure 
before being entered into the Doc2Vec algorithm. 

 

3.3 Modelling 
The next process is a main process in 

machine learning, called modelling. The outcome 
of data preparation, which includes product title, 
category, and price, is the input for this modelling. 
A vector with a length of 128 dimensions is the 
result of data preparation. The result is in the form 
of a model, which is saved in a file with the 
extension of .pkl(pickle), joblib dan numpy. 

 

 
 

Figure 1. Flowchart from Data Preparation until 
Predicting Products 

 

The Doc2Vec technique that was used is 
PV-DBOW to convert text into vectors, and the 
Approximate Nearest Neighbor algorithm was 
utilized to forecast neighboring products. The 
programming language is Python, and the libraries 
used are FAISS, Scikit-learn, and gensim. Index 
types such as IVFlat, IVF, and combination of IVF 
and HNSW are utilized in the Approximate Nearest 
Neighbor modelling process. 

 
3.4 Evaluation 

After the modelling process, some 
parameters will be evaluated against the 
Approximate Nearest Neighbor model, such as 

 Evaluate the balanced Nprobe value based 
on recall@R value 

 Evaluating each index using recall@R with 
a maximum k value of 100 

 Evaluate the prediction time of each index 
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4. RESULT AND DISCUSSION 

 
4.1 Data Understanding 

The total data obtained from the web 
scrapping is 50.000 product data spread across 5 
categories. The output of this stage is the data in 
csv file and the retrieved features are listed below. 

 Product Title: This feature is an identifier on 
the product that distinguishes it from other 
products. The data type obtained from this 
product name is a string. 

 Product Description: Product description is a 
more detailed explanation of the products 
offered in the store. The data type for the 
product description is string. 

 Category Name: This column is part of the 
classification system entered by the shop 
owner. With the category, users can search 
for an item without having to search any 
keywords. In the scrapping process, the data 
type used in the category name is string. In 
this work, we used five categories, which are 
education books, health, electronic, men's 
fashion, and women's fashion. 

 Price: Contains the nominal that must be 
paid by the user to get the item. The data 
type for the obtained price is integer. 

 URL: It stands for Uniform Resource 
Locator, which is the internet address for a 
certain web page or file. In the scrapping 
process, this field is utilized for the second 
step. 
 

4.2 Data Preprocessing 
The product’s data is transformed into the 

vector as the final result of data processing (figure 
2). This vector will be used as a data input for 
modelling phase. 

 

 
Figure 2. Output Example to Predict the Vector from 

Input 

 
 

4.3 Modelling 
The Approximate Nearest Neighbor 

training procedure contains many tunings that may 
be modified according to the demands and aims. 
The following are the details. 

 Index Type. The Flat index is the first and 
most often used as an index. Without any 
extra pre-processing, such as data 
compression, all data will be directly 
inserted into the index. This results in a high 
level of accuracy, but a slightly longer 
prediction time. The IVF Flat (Inverted File) 
index and HNSW (Hierarchical Navigable 
Small World) also utilized in this research. 

 Nprobe. Nprobe expands the number of 
buckets that may be searched. As a result, 
the computational load increases and the 
search performance decreases, but the search 
precision increases. The situation may differ 
per data set with different distributions. 

 
The output obtained in this process is the 

input product along with the recommended product 
which is written in the csv file. An example of the 
output can be seen in figure 3. 
 
4.4 Evaluation 

As previously explained, the algorithm 
used in this study is the Approximate Nearest 
Neighbor algorithm. In the validation and tuning 
process, there are several variables utilized to get 
the maximum results, which will be evaluated 
though Nprobe on the accuracy of the testing data, 
the level of precision, and the recall on each index 
(to check the speed of the index to predict the 
product). 

 
4.4.1 Evaluation The Effect of Nprobe on 

Recall@100 
There are six indices utilized in the graph 

illustrated in Figure 4. IVF1024,Flat, IVF1024 
HNSW32,Flat, IVF2048,Flat, IVF2048 
HNSW32,Flat, IVF3000,Flat, IVF3000 
HNSW32,Flat, IVF3000 HNSW32,Flat, IVF3000 
HNSW32,Flat, IVF3000 HNSW32,Flat, IVF3 IVF 
and HNSW were chosen because they fit the 
distance metric, which is cosine similarity. The 
result shows the higher the Nprobe value, the 
higher the recall@R test results. However, with the 
higher Nprobe value, the time needed to predict 
recommendations will be longer. Therefore, the 
purpose of this section is to determine the 
optimized Nprobe. The optimal Nprobe is realized 
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in the area of 6-7 percent, as can be seen from the 
graph. Because the results of recall <6% still 
indicate a considerable rise in recall value, 
meanwhile, an Nprobe value of >7% suggests that 
the recall value tends to stay the same or grow only 
with an unsignificant value. 

 

 
 

Figure 4. Impact of NProbe on Recall 

 
4.4.2 Recall@R 

Based on the result from the effect of 
NProbe, this research used 6% as a NProbe input. 
In figure 5, all the indexes tested have a fairly high 
recall rate where the recall value is above 82% 
when k is 100. However, compared to all the 
indexes that have been created, the IDMap, Flat 
index has the highest recall rate, compared to other 
indices with recall@1, recall@10, recall@50 and 
recall@100 reach more than 98%, followed by 
index IVF3000,Flat, IVF2048,Flat, IVF1024,Flat, 
IVF2048_HNSW32,Flat, IVF1024_HNSW32,Flat, 
and IVF3000_HNSW32,Flat. 

 

 
Figure 5. Impact of Index on Recall 

 
4.4.3 Prediction Latency 

The next assessment is a comparison of 
the prediction speed of each index created by the 
Approximate Nearest Neighbor algorithm. These 
results, as shown in table 1, contrast with the prior 
recall and accuracy values that were evaluated. The 
actual result is the sorted original Nearest Neighbor 
algorithm result based on the closest distance. 
When compared with other indices, the prediction 
time of the actual result is significantly different 
compared to IVF1024_HNSW32,Flat which has the 

fastest average prediction time, while the actual 
result is 1211 times slower. 

 
Table 1: The Impact of Index on Prediction Speed in 

Millisecond 
Index Name Max(ms) Min(ms) Avg(ms) 

Actual result 
247,8949

0 
166,2680

0 173,3857 
IDMap,Flat 14,91213 1,191854 1,320133 

IVF1024,Flat 10,44345 0,125647 0,163683 
IVF1024_HNS

W32,Flat 11,97028 0,106812 0,143052 
IVF2048,Flat 11,83796 0,175476 0,238814 

IVF2048_HNS
W32,Flat 6,761198 0,100613 0,158663 

IVF3000,Flat 9,018421 0,235081 0,27671 
IVF3000_HNS

W32,Flat 8,912325 0,095129 0,196271 
 

4.5 Result 
Five product inputs are used in this section 

within five different categories such as education 
book, electronic, health, men’s fashion, and 
women’s fashion. The product inputs are science 
book, HP cartridge, cataflam medicine, cotton t-
shirt, and negligee following five categories 
respectively. Mostly, the results show similar 
products with the product input. 

 
4.5.1 Education Book 

The first category represents education 
book products. In this example, a science book is 
the product input. After data processing and 
modelling using Approximate Nearest Neighbor, 
the result shows all recommendations are within the 
same category i.e., education book. The result can 
be found in figure 6. 

 
4.5.2 Health 

The second category used in this paper is 
health which uses cataflam medicine as a product 
input. Cataflam is an anti-inflammatory drug to 
reduce pain and inflammation. The 
recommendations are within the same health 
category with five anti-inflammatory products, 
similar to product input, while there is an anti-
allergic medicine called cetirizine. Limited datasets 
can cause these results. 

 
4.5.3 Electronic 

The third category uses a cartridge for HP 
printer as the product input. The result represents 
the same category i.e., electronic with the same 
product i.e., HP cartridge. The 3 recommendations 
have the same version with the product input 
(HP932XL) and other recommendations shows 
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different versions of HP cartridges. The process of 
data pre-processing filters numerical data and only 
use text data as the product input. The result can be 
seen in figure 8. 

 
4.5.4 Men’s Fashion 

The fourth category uses cotton t-shirts as 
a product input and the results show the same 
cotton t-shirt products. 

 
4.5.5 Women’s Fashion 

The last category utilizes pajamas as a 
product input, and the findings reveal that all the 
suggestions are for women's pajamas. It indicates 
that the advice is effective in the women's fashion 
area. 

 
 
 

 
 

Figure 3. Output Example to Predict Recommendations from Product Vector 

 
 

 
Figure 6. Product Input and Recommendations for Education Book Category 
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Figure 7. Product Input and Recommendations for Health Category 

 

Figure 8. Product Input and Recommendations for Health Category 

 

 
Figure 9. Product Input and Recommendations for Men’s Fashion Category 
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Figure 10. Product Input and Recommendations for Women’s Fashion Category 

 

5. CONCLUSION 

The recommendation system is one of the 
important features in E-Commerce to increase user 
traffic. One of the suitable algorithms is the 
Approximate Nearest Neighbor, through which the 
users will get recommendations similar to the input 
product or the product being viewed by the user. 
ANN can give recommendations even the product 
is new or did not have any interaction with user, 
means the algorithm can be utilized to solve the 
cold start issue. 

The results shows the use of FAISS tools with 
the Approximate Nearest Neighbor algorithm plays 
an important role in getting recommendations faster 
than KNN by only reducing a small level of 
performance, where Flat has a fairly high recall 
value of 98.13%, by using the IDMap,Flat index or 
if it is lowered slightly by using the IVF3000 
index,Flat which has a recall value of 90.46% but 
has a very high prediction speed, which is below 
0.3 milliseconds on the average. In addition, the 
results also show the optimized NProbe value is 6-
7%, because increasing the Nprobe value will 
increase the recall results, but the prediction speed 
will also increase. While the NProbe value above 
7% indicates an insignificant increase in the recall 
value. The index is determined mostly by the 
requirements, particularly the amount of recall and 
forecast speed. In this study, the index with the 
maximum recall@R are IDMap,Flat. While the 
index that has the fastest prediction speed is 
IVF1024_HNSW32,Flat. 

The limitations of this research are data 
limitations caused by web scrapping data collection 
and some indexes cannot be used because of 
distance cosine similarity limitation. For future 
research, the machine learning algorithm 
Approximate Nearest Neighbors can be used in 
other attributes such as image similarity search or 
use of text similarity using other distances such as 
Euclidean distance and Inner Product. 
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