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ABSTRACT

Collocations are a common phenomenon in natural languages in general and in Arabic in specific. Quran is
widely considered to be the most eloquent and authentic Arabic text. This fact should motivate researchers to
explore and study the collocations of this miraculous book. One approach to find collocations for a given
corpus is by identifying pairs of words that are more likely to exist adjacent than being separate using special
statistical measures. Chi-squared, t and mutual information are three broadly accepted statistical measures
that are used for this purpose. In this paper, these three statistical measures are used to extract the collocations
of Quran. None of these measures gave perfect results. So, a human interaction is required to filter the best
candidates from the found collocations. The ¢ measure gave the best set of collocations. The other two showed
bias towards pairs of adjacent words that are unique or exist with very low frequencies in Quran. To give a
generic notion of Quranic collocations that are extracted using this approach, those that were found by the ¢

measure are studied and categorized.
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1. INTRODUCTION

Natural language processing is becoming a wide
research area in information technology field. One
common concept of natural languages is what is
called collocations. A collocation in its simplest form
is a pair of words that frequently exist adjacent in the
text of a natural language. Linguistics paid attention
to this concept for many reasons especially in the
context of translation. Collocations may reveal extra
meaning that is beyond its word-by-word meaning.
Moreover, a word-by-word translation of a
collocation may not capture its intended meaning.
For example, take the following collocation in
Arabic language (& < =) that means (gave an
example). A word-by-word translation is (hit an
example) which is far from its intended meaning.

Another issue - also related to translation - is that
collocations translation requires careful selection of
the most suitable words among its synonyms in the
translated-to language. This selection of words is not
disciplined by a generic rule but is more likely
considered to be a convention in the translated-to
language. For example, a group of sheep is usually
called (puel aa) in Arabic and not (plel dc sana).
Moreover, one possible word-by-word translation
for this collocation — (abe| gkd) - to English is (a herd
of sheep). This translation reveals the intended
meaning, yet the word (herd) is not the word that is

usually used in English for a group of sheep.
Conventionally, the word (flock) is used for a group
of sheep and (%erd) is used for a group of cows. This
also seen when translating collocations from English
to Arabic. Take for example (flock of birds) which is
conventionally translated to Arabic as (Ush <)
and not (Usk @bd). So, the word (flock) is once
translated to the word (<_~) and once to the word

(&)

Quran, the Holy book of Muslims, was and still
the focus of many researchers in information
technology and in many other fields. A lot of
computational research is directed towards serving
this miraculous book. In addition to its sacredness, it
is widely believed to be the most eloquent and
authentic Arabic text. It is also one of the most
translated books in History. This motivated the
author to computationally extract and study the
collocations of this book using the selected statistical
approach. Knowing Quranic collocations may be
useful in many ways: it would prompt translators to
be more careful when translating them. Secondly, it
motivates pondering of these tightly associated
words to better interpret and understand the verses
containing them. Thirdly, it helps writers to select
most suitable combinations of words when
composing in or when translating to Arabic
language.
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One widely used approach to find collocations in
a given corpus is using specific statistical measures
[1]. The main idea of this approach is to find these
pairs of adjacent words that are more probably to
exist adjacent than existing separate in the corpus
under study. In this approach, the statistical measures
are calculated for every pair of adjacent words in the
corpus. Pairs that score the highest values are
assumed to form collocations. In this paper, this
approach is used to extract collocations from
Quranic text using there statistical measures: Chi-
squared, t-values and mutual Information.
Collocations that are found by these three measures
will be studied and compared to evaluate their
validity in finding Quranic collocations. To have a
feeling of the collocations that may be extracted
using this statistical approach, the collocations that
are found by the #-values measure will be studied and
categorized.

In Literature, many papers may be found in the
context of Quranic collocations. Most of them are in
the context of Quranic collocations translation
[1,2,3]. The author of [4] worked on a series to
gather Quranic collocations. The reference [5] was
in the context of classifying Quranic collocations. In
the context of discovering Quranic collocations
computationally, much less number of papers are
there. The closest work in this context can be found
in [6,7]. A specific tool (GATE) was used where
special rules are formulated to define patterns for the
collocations to be found (for example Noun-Noun).
These rules are then applied to Quran. Their
approach differs than our approach in many ways.
First, our approach is purely statistical. It is based on
measuring the association degree that may exist
between a pair of adjacent words in corpus. No
previous knowledge about the form of the
collocation is assumed. Second, extraction of
collocations with patterns will assume any pair of

word that matches this pattern to be a collocation.
This neglects a crucial requirement for a collocation,
which is frequent adjacent occurrence of the pair of
words that forms the collocation.

This paper is structured as follows: In section 2,
the algorithms that were designed to find Quranic
collocations are presented. Section 3 introduces the
three statistical measures that were used to find
collocations. Section 3 presents the results and
observations that were found when the approach was
implemented. The paper ends with a conclusion and
a set of references.

2. PROPOSED ALGORITHMS TO
EXTRACT QURANIC COLLOCATIONS

In this section, the algorithms that were
designed to find Quranic collocations are presented.
Firstly, the basic algorithms are presented: building
QuranicWordsVector, the merge locations and
finding collocation instances for a given pair of
words. Secondly, the main algorithm that uses these
algorithms is presented. It finds the collocation
instances vector for every pair of adjacent Quranic
words and uses these vectors to calculate the three
statistical measures for these pairs.

2.1 Building Quranic Words Vector
QuranicWordsVector is a vector of records
for the distinct words in Quran. A record contains the
string, frequency and locations of a given word in
Quran. For example, the word (o<>_V) has the
frequency 157 and locations vector is 2,8,.. etc. This
means that this word is located in the third, ninth,....
in the Quranic text (the rank of the first word is 0).
Figure-1 shows BUILD-QURANIC-WORDS-
VECTOR algorithm that calculates
QuranicWordsVector from the Quran text.
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location=0

currentWord= quranText.getWordAt(locafion)|*———

L]umﬂ;r'c WordRec= QuranicWordVector.getRecord(currentWord)

yes

Create new gquranicWordRec

quranicWordRec
=nuil?

\ no

quranicWordRec.string=cuivent Word
quranicWordRec.frequency=1I

quranic WordRec frequency++
quranicWordRec.locations.add(location)

yes

quranicWordRec.locations.add(location)

quranic Words Vector.add(quranic WordRec)
1

_m;ords in

h 4

location+

quranText?

FIGURE-1 BUILD-QURANIC-WORDS-VECTOR ALGORITHM

In this algorithm, the words of Quranic text
are taken a word by word. The currentWord is
checked if it already has a record in
QuranicWordsVector. If not, a new record is created
by setting the frequency field to 1 and its location
will be added to the locations vector field. However,
if the currentWord already has a record — meaning
that it was seen before - the corresponding record is
updated by incrementing the frequency field and
adding its location to locations vector field. After the
currentWord is processed, location will be
incremented and currentWord is set to be the next
word. The algorithm terminates when all the words
in Quran text are processed.

2.2 Merge Locations Vectors
The MERGE-LOCATIONS (Figure-2)
algorithm merges the locations vector of a given pair

of Quranic word records: w; and w; into one vector.
This merged vector is needed to find the occurrences
— in corpus — where the corresponding pair of words
is adjacent. It is very similar to the merge algorithm
that is defined in [8]. Two pointers p; and p: to the
locations vector of the two input words are
maintained. Initially, they are set to zero. In the loop,
the locations (i.e. /; and /,) that are pointed to by
these two pointers are retrieved from the
corresponding locations vectors. If /; is less than or
equal to /> then /; is added to the mergedLocations
vector and p; is incremented. Otherwise, /> is added
and p; is incremented. This loop iterates until one of
the two locations fields is exhausted. In this case, the
rest of the locations vector of the other word is
copied to the mergedLocations vector. Figure-3
shows an example to illustrate the algorithm.
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pLpr=0
1=wi1. locations.get(p1)
-=wa1locations. get(pz)

yes no
mergedLocations add(Ir) mergedLocations. add(/:)
pi=prtl pr=p:+1

I }

pr<wplocation
s1ze?

prowslocation
size?

ves

:=w2 locations.get{p:)

l;=wy.locations.get(p;)

l1=wylocations. get{p:)
mergedLocations. add(/ )|+

pi=prti

lr=w2 locations.get(p1)
mergedLocations. add(];)
pr=p:ti

prewilocations

=wa.locations
T s1ze?

s1ze?

return mergedLocations end

Figure-2 Merge-Locations Algorithm
wi.locations woa.locations

2|6|2458 . .. 3RsUa57] . ...

mergedLocations

2136 24R25657158]. . . .

WINZW AW 202027

Figure-3 Mergedlocations Returned By Merge-Locations(w j,w5)
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2.3 Finding Collocation Instances for a Pair of
Words

Once the mergedLocations for a pair of
Quranic words records (w;, w) is produced, it may
be scanned to find collocationinstances vector. A
collocation instance is a record that documents the
locations for an occurrence of w,.string immediately
before wo.string in the Quranic text. FIND-
COLLOCATION-INSTANCES (Figure-4) is the
algorithm that is used to build collocationInstances
vector for a given pair of words (w;, wz). The loop
takes the consecutive pairs of elements (/; and /)
within mergedLocations one after another. Next, /;
and /, are tested for two conditions: first, they are
tested if they are adjacent (i.e. />-[;=17?), second, /; is
tested if it is a location for w; and /> is tested if it is a
location for w;. If both conditions are satisfied, a
collocationlnstance is created and added to the

collocationlnstances vector of the pair (w;, w). If
one of the two conditions is not satisfied, then the
current iteration of the loop is skipped and the next
two elements (locations) in mergedLocations are
taken. Note that there is a collocationlnstances
vector for every pair of words. If the w,.string never
existed immediately before w..string in Quranic text,
then their collocationinstances vector is empty.
Moreover, the collocationlnstances vector of the
pair  (w;w2) is not the same as the
collocationlnstances vector for the pair (w2,w;). To
show how this algorithm works, refer to the example
in Figure-3. The collocationlnstances vector for the
pair (w;,w;) collocation instances for locations (2,3)
and (24,25) while the collocationlnstances for the
pair (w2,w;) will contain a collocation instance for
locations (57,58).

mergedLocations
for (wy, ws)

I1= mergedLocations.ger(i)
I»= mergedLocations.get(i+1)

i<merged-
locations.size()-1

!

yes

l1.word=wi
and
2.word=w:>

no
end

CollocationInstances.add(new collocationInstance(i;, ) i++

Figure-4: FIND-COLLOCATION-INSTANCES Algorithm

2.4 Calculating Statistical Measures

The MAIN algorithm (Figure-5) combines
the above mentioned algorithms to calculate the
three statistical measures for every pair of Quranic
words. It calls BUILD-QURANIC-WORDS-
VECTOR to build quranicWordsVector. Next, two
nested loops are executed: the outer loop - indexed
with i — which iterates over the records in
quranicWordsVector (excluding the last). The inner
loop - indexed with j — which iterates over the words
beyond i. Within the nested loop body, the words

records w; and wj are taken. The locations vectors of
these two words are merged to compute the
corresponding mergedLocations vector. The FIND-
COLLOCATION-INSTANCES algorithm is applied
on mergedLocations vector to generate the
corresponding collocationlnstances vector. Then,
Chi-squared, t , and MI values are calculated for this
collocationlnstances vector. The
collocationInstances vector for w; and wj is stored in
collocationlnstancesVectcor vector. The
collocationlnstancesVectcor ~vector contains a
collocationInstnces vector for every pair of adjacent
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words. If w; word never existed immediately before  collocationinstances vector will be empty and the
w;  word in  Quran text, then their statistical values calculation steps are skipped.

humr:ic%rdﬂi?dm' = BU'D'_D-QURANIC-‘.VDRDS-'UECTDR.{QHMNTN}I

fn:,= quranicWordsTector: ge:‘fﬂ{ <

Eﬁ = ﬁumm'c%}ziﬂ&rdm:gefﬁ,ll =t

mergedlocations = MERGE-LOCATIONSw;, H_'..,|'|

collocationInstances= FIND COLLOCATION INSTANCE S(m&'rged[.amffﬂmd

:

collocationnstanices
13 empty T

collocationimstances. setChiTalue()
collocationmstances sefT Taluey)
collocationInstances. setMITaluer)

C’o!'Ioc'arfan!mmr.rces]”ezc'tar.ada‘fi:'alloctfanfnsranm}l——-

i=i+1

!

Ves

= quranicWords Fector:

size()-1

Figure-5: MAIN algorithm

pair of adjacent words (aaJl esJll)  where

wi="3as W and w="a= . The word w; occurred

3. STATISTICAL MEASURES 157 times and w; occurred 146 times in Quran. The

CALCULATIONS total number of words is Quran (N) is 78245. This

number is larger than the known number of words of

This section shows how these statistical ~Quran because in our count, every token is

measures are calculated. These calculations are  considered a word (for example: W« &« ).

based on [1]. To clarify these calculations, we will
show in detail how they are calculated for a given
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3.1 Chi-Squared

To calculate the Chi-squared value for a
pair of words w;, w,, the following O values are
needed: (1) Oy is the frequency of w; to exist
immediately before w; in the corpus, (2) O;: is the
frequency of w, word to occur in the corpus without
the word w; existing immediately before it, (3) O2;
is the frequency of w; to occur without the word w;
being immediately after it, (4) Oz is the frequency
of two adjacent words where the first word is not w;
and the second word is not w. This value equals to
N-(0,,+0;;) where N is the total number of words in
corpus. In our example, these values are summarized
in the following table.

Table 1: O values for collocation (> _J! (s )

wi=gea wy [=Cea )l
W= eeh‘)n 011:118 012:28
wy 1= HAJH 0,=37 0,,=78126

We can use O values to calculate Chi-
squared for (as_/ (s ) using the following
formula and its value will be 48288.22

Chi?
— N(011022 - 012021)2
(011 + 012)(011 + 021)(012 + 022)(021 + 022)

3.2 ¢t value

The ¢ value for a pair of words w; and w; as
a collocation is based on the following formula

f_
p=2_H

2

N

Where x-bar is the frequency of having w;
immediately followed by w; in the corpus divided by
the size of corpus, p is the multiplication of
frequencies of the two words divided by the size of
corpus and s° is approximated to be equal to the
value of x-bar. For our example, x-bar is the
frequency of the occurrences of (s (s ) in the
corpus, which is 118 times divided by the number of
words in Quran:

freq(easoms) _ 118

N _78245:0'0015

X =

the value of

_ freq(oss)) * freq(es)V) 157 X 146
B N © 78245
= 0,000003744

and variance s? is approximated to be x-bar, so for
the pair of words (m> (el | 7 value will be

‘= x—p _0,0015—0,000003744

0,0015

78245
0,001496256

=—=10.8
0,0001384578

Ery

3.3 Mutual Information

The third statistical measure is the mutual
information. This measure quantifies how far two
words are related. For our example, to see how far
the words (c=a_l) ) and (a=V) are related, the value
I(ces ), sl ) need to be calculated as follows.
These probabilities are calculated by the frequencies.

P (ol o )

P(oaa)l) X P ()
118

157 x 146

[(oea ), an )N = log,

8.654

4. IMPLEMENTATION AND COMPARISON
RESULTS

In this section, the implementation results of this
research will be presented with a comparison
between the three measures. Quranic collocations
that are generated by ¢ will also be presented to give
the reader an idea about the collocation that may be
extracted by this approach.

4.1 Experimental study

The proposed algorithms were
implemented with a Java program. The goal was to
rank the pairs of adjacent words in Quran according
to the values they score for the three statistical
measures. A pair of words that scored higher value is
closer to be considered as a collocation than pairs
with lower values. The Quranic text file was
downloaded from fanzil.net. The simple clean copy
was selected instead of the Uthmani copy to avoid
the complexities in string matching due to diacritical
marks and the specifics of Uthmani dictation. Table-

R ————
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2 shows the top twenty pairs (total was 49558) of
adjacent words that scored the highest values for the
three statistical measures. These measures were
rounded up to three decimal places.

Table 2: Collocations with the highest statistical values

Chi-squared t-value Mutual Information (MI)
rank Collocation value Collocation value Collocation value
1 Ll il 104328.000 I skl cpl 13.364 Oanitas ) 16.256
2 | wisemslde | 104328.000 oa)Y G 12.939 Liaa) aains 16.256
3| oxligeles | 88026375 ) 12.365 pdi_lad Cany 16.256
4 | alsosoed | 78246.000 Leal b 11.860 S iy pb i 16.256
5 | by oudl | 78246.000 | oau¥ls sl | 11,501 KSTESY 16.256
6 USesl S | 78246.000 1548 ) 10.840 el Sliny 16.256
7 ild L 78246.000 | msol el | 10413 daany s 16.256
8 Omiwidlls | 78245 .000 Al sy 10.251 Oy Haeny 16.256
9 Laa) gaeis | 78245 .000 Oea Ll 4 10.251 slanls gl 16.256
10 | aeijlsicsyy | 78245 .000 Ol g 9.430 Gl s 16.256
11 | ~Sssaass | 78245 .000 e JS 9.264 Sagm il 16.256
12 | Grse,s | 78245.000 Jé (e 9.157 Ll 5 el 16.256
13 | osnhissadtia | 78245 .000 032 O 8.758 Leashy Ll 16.256
14 | sl | 78245 .000 S ) 8.685 Lgmste 5 L sd g 16.256
15 | sy zes | 78245 .000 2 8.603 Lol 5 Lge 5 16.256
16 | ossigelany | 78245 .000 NUISES 8.175 Ol S 16.256
17 | slals S5l | 78245 .000 < slanidl 8.099 Qlé el jia 16.256
18 | saudad | 78245 .000 ol o) 8.074 Oablll s 16.256
19 | sl | 78245.000 ) Qi 8.003 5 sl 16.256
20 | aSeemaasl | 78245.000 Lial) sal) 7.798 Lenany o 52 ol 16.256

By studying the implementation results, the
following observations can easily be seen: (1) Chi-
squared and MI measures are too biased towards
adjacent words that are never repeated in Quran.
However, ¢ measure gave more reasonable
collocations with less bias towards words that are
unique. A person that is familiar with Quran can
easily see that ¢ value collocations are frequently
repeated in Quran, (2) ¢ values have varying values
for all pairs of words. For the other two measures, a
lot of pairs scored the same values and this is even
more obvious in M/ measure (the top 1434 pairs had
the same MI value). In other words, ¢ values measure
is more discriminating than Chi-squared measure

which is turn is more discriminating than MI
measure, (3) some collocations included adjacent
words that are not first class citizen words. Take for
example () for the collocation (U=,Y 8). Many
pairs scored high statistical values but they don't
qualify to be collocations based on the conventional
definition of a collocation. However, it reflects the
frequent occurrence of these pairs in Quran. Other
examples are (M =), (2 ), (0= g 029) , (V) 4d).

R ————
4529




Journal of Theoretical and Applied Information Technology
30% June 2022. Vol.100. No 12

AN

| N
| <%

© 2022 Little Lion Scientific

" A mmmm—
oYLl

ISSN: 1992-8645

Www.jatit.org

E-ISSN: 1817-3195

4.2 Collocation Classes

To give the reader a notion of Quranic
collocations in general and a notion of Quranic
collocations that may be extracted by statistical
measures in specific, the top 1600 collocations based
on the ¢t measure were studied. They were grouped
into classes to facilitate their presentation and the
comprehension of their variety. The ¢ measure
collocations were selected because they were the
least biased towards words that are unique in Quran.
Those pairs of words with second class words or

those that do not comply to the conventional
conception of collocations were excluded. These
collocations are listed in Table-3. The categorization
that is selected for these collocations is: (1) names of
Allah (sl & clesd), (2) adjectives, where the
second word is a description for the first, (3)
edhafah: where the first word is part or semi-part of
the second word, (4) atf: the first is separated from
the second with (s) or (like and in English) (5) some
miscellaneous collocations.

Table 3: Extracted Collocations Classified

Category

Example

Allah Names

eé;)j‘).ﬁj’i“&.‘s;(’:‘b‘HX’J‘@A‘J\‘HSL“).&‘}’J“&AJJJ&‘&;)”O*&)”

Adjective

M\‘?ﬂa&:u\mcu.\.md)\...a&ug.d\.u\ejﬂ‘sPy\?ﬂ\cﬁﬂmk\ﬂc#\u\&‘@ﬁ\ahﬂ‘
eﬁ‘&}\ﬁ\e}ﬂ\sEJ;\_jhisMMcLaeLc\ﬁisWﬁ.ﬁg ?‘L’J‘J)d“wd;“?“)ﬂ‘
5\.\&;;15))&144‘)91.1‘)5‘wjmcuud\tw\‘wu\mcuua‘)m.u‘u'.‘\sum\e_,ﬂ“ﬁjnc
Q.AUS‘&JA;).;“&LA._\H::sOHOLH;Q‘EA\J@‘W‘J}AJ‘#S“Q\M|‘ﬁbﬂ\dﬁaﬂ\
Ly S ¢ L Llae ¢ lig yea Vs8¢ inall elawd) ¢ sSa jlua ¢ Lagiiuse Ual jua clyda YWlae (e
s Gl caas odb

Edhafah

O ¢ gland) ala ¢ QU Jal ¢ il e g ¢ Gpalladl oy ¢ ARl sy ¢l Janns ¢ dll (50 ¢ A ansy

) G ¢l Gl A Qi ¢l slandl @lle ¢ Sl Gilaal ¢ Qi) ST ae 5 ¢l Gl ¢ e

dgaa ¢ e clia el alle ¢ saall il ¢l slaadl Gy ¢ Aiall Clanal ¢ Cliadl pad ¢ d) J sy
PG R D P VN [ WP kY% PSPPI VI P TORON | DT T I ) [O M IR [PE (PRP
&aJJ\AL\c‘dJJ\&_\USsu@\&gisﬁd\ﬁhselﬂ\:\_\ucwﬂ‘mﬁbs«l\\a.auc‘)l_ﬂu\mcﬂ\)s:
@u;&‘)‘\mds;o\in‘_gM‘h\a;l\gl;..aicﬁ\}w\ﬁﬁ‘ﬁ\}w\%ﬁ‘M\g\}ucﬁ‘)'ad&
‘BL)Q\&UA‘&)Q\@\A;‘Q,géj\)]\):‘s‘s)s'\(\gbd}‘QLL.:\.;“J\Q\}.LA‘@L_J\(\@,‘Y‘«L\Um
:u.ﬁLc‘éaﬁgmcoém\)ﬂ?;)i‘g}:\ﬂ\e)\scfn\o\aeu‘ui‘)ﬂ\g)‘guﬂ\&)ﬂuﬂ,\)m

P P PN

Ay

Call ¢ Cuayy an aledll g cunll ¢ Y g elead) @ 3LAYT s Wall ¢ leall g Sl ¢ a1 5 <l gland
A ¢ allg sl ¢ Sl el ¢ il g Guadll ¢ gl agll sals ¢ AaSall g LS ¢ LYl

ase ¢ Slinsally (piesall ¢ O sae 5 Glia ¢ allay (g se 8 ¢ JradYl 5315l ¢ (Mads Ao ¢ il
g oalsiiine ¢ Blanly dielas) ¢ Jla¥l s aendl ¢ Lldae 5 Ll i e cnall 5 Godall ¢ g5 la s

¢ 538 5 Jbad¥l s ¢ Ao 5 1 ¢ beada g oA ¢ eliandll g5 ghaall ¢ ) samg ) g 8 ¢ Ay jud cdle
¢ sty s Bland ¢ Lale s LS ¢ Tl s g ¢ samla s 15 ale s ¢ pmandly (ae ) ¢ Slual 53 S
¢ sty S ¢ S Uity ¢ (358 e ¢ Liadal g Uinans ¢ 153 3805 1518 ¢ (5 (aSlusall

Miscellaneous

il cpall g e e Leias ¢ dl S5 ¢ L cpalld ¢ glae ¢ ) gial ¢ cilalliall | glae g6 ) g S )
\_9.\41&@“\.\&;)\‘Nud&}sujﬂs;esjﬂ‘ui‘)ﬂ”&c:.\il‘\_,ﬂlﬁcﬂ\m\}m\cc_\hﬂ\\)ﬁ}\gubja
GO b ¢ dlly

5. CONCLUSION

In this paper, three known statistical
measures were used to extract the collocations in
Quran. These measures give quantitative values of
how far a given word is likely to exist adjacent to
another word in a given corpus. These measures

were calculated for every adjacent pair of words and
then sorted accordingly. Those pairs with the highest
values are assumed to form collocation. One main
result of this research is that the # measure was the
best measure to extract collocations. The other two
measures are too biased towards pairs of adjacent
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words that are unique in the corpus. Moreover, It was
found that although this computational measures
helped in finding collocations, it was found that still
some pairs of words had very high statistical
measures but they don't define a collocation as
defined in linguistics. So, these statistical
approaches provide a raw data from which a human
interfering is required to filter the most interesting
collocations. One important extension of this
research is to exclude these words in the corpus that
are less likely to form a collocation. This requires an
extra pre-processing on the corpus when running the
algorithms that find collocations.
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