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ABSTRACT 
 

The number of customers is an important indicator for companies to know the success of a product and service 
offered. In general, customers are grouped into two categories, loyal customers and disloyal customers. This 
disloyal customer refers to customers who have stopped using a product and service from a company or are 
often referred to as churn. For that, we need a system that can predict whether the customer has the potential 
to experience churn or not. The system is required to predict well with one of the indicators, namely a low-
cost value. One way to reduce the cost value is to use the optimizer function. Researchers use deep learning 
algorithms to create predictive models. A total of 3333 rows and 20 columns of telecommunication customer 
public data are used as datasets. This study also compares several optimizer algorithms to find the lowest cost 
value. In addition to the cost value, the accuracy and f1 score results are also used as other considerations. 
Researchers also use cross-validation for the training process and validating the model created. To deal with 
the imbalance class dataset, the researcher uses the unweighted method on the cost function. The evaluation 
results show that SGD has the lowest cost value, which is 0.261. Meanwhile, the AdaGrad matrix 
classification shows the best value for accuracy and f1 score with 0.926 and 0.846, respectively 

Keywords: Customer Churn Prediciton, SGD Optimizer, AdaGrad Optimizer, Deep Learning, 
Telecommunications 

 
1 INTRODUCTION  

In the era of information disclosure today, it is 
undeniable that we have the convenience of 
accessing information instantly or directly, either 
through social media or online news channels. This 
makes it easier for us to get various information 
related to the product or service that we need. We can 
also easily compare the advantages and 
disadvantages of the products or services offered by 
various companies, especially in the 
telecommunications business sector. This sector has 
a significant change in the number of customers, and 
this term is commonly referred to as "churn". In the 
world of telecommunications, the term "churn" can 
be interpreted as the loss of customers due to 
switching from one service provider to another 
during a certain period. A recent study concluded 
that the average customer churn in the 
telecommunications sector was 2.2% per month [1]. 
One of the factors that underlie the occurrence of 
"churn" is the value of customer satisfaction. [2] 

According to Kotler in his book, satisfaction is the 
level of feeling where a person can compare the 
performance of the product (service) received with 
what is expected. At the same time, the value of 
satisfaction is the benefits customers receive from 
the performance of a company in meeting their 
expectations. Customers will feel satisfied if the 
benefits they expect are met and happy if they get 
benefits that exceed expectations. Satisfied 
customers will tend to be loyal customers, can buy 
more of the products or services offered, are less 
sensitive to price changes, and give good comments 
about the company's performance. Because of the 
importance of maintaining the value of customer 
satisfaction, the company must have the right 
strategy in retaining its customers. One way to 
support this strategy is to predict whether customers 
will churn or not. To be able to predict well, we need 
a method that can understand customer patterns and 
habits. Approach with data mining and machine 
learning is one answer. 



Journal of Theoretical and Applied Information Technology 
15th June 2022. Vol.100. No 11 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
3580 

 

Several algorithms such as Decision Tree, Naïve 
Bayes, and Deep learning are machine learning 
algorithms that are commonly used in customer 
churn prediction. The decision tree algorithm has 
high accuracy, but the accumulated number of errors 
from each node level is quite large. In addition, 
decision trees will be difficult to implement for large 
and unbalanced data. Naive Bayes has the advantage 
that if there is a missing value, it can be ignored in 
the calculation. This algorithm can also be used for 
quantitative and qualitative data. However, nave 
Bayes has a drawback: its accuracy cannot be 
measured with only one probability. Other evidence 
is needed to prove it. Deep learning has many 
advantages, including being universal, resistant to 
data variations, and having a high level of 
generalization and scalability. In addition, deep 
learning algorithms have become a widely used 
algorithm at least in the last five years. It is proven 
by the number of papers discussing algorithms on the 
websites of the most popular paper publishers such 
as ScienceDirect, which amounted to 140,578 papers 
compared to the Decision Tree algorithm as many as 
97,254 papers and Naïve Bayes as many as 15,266 
papers. For this reason, researchers will use a deep 
learning algorithm in this study. Researchers will 
compare several optimizer algorithms such as SGD, 
Adam, AdaGrad, AdaDelta, AdamW, AdaMax and 
RMSprop to find the best optimizer algorithm. 

2 STYLE OF PAPER 

Prediction of customer churn is a classic problem 
that often occurs, especially in the 
telecommunications world. To solve these problems, 
there is a lot of literature that uses various 
techniques, including machine learning, data mining, 
and techniques that combine machine learning and 
data mining or what are called hybrid techniques. 

The approach with supervised learning is one of 
the techniques that can be used to solve the above 
problems. Supervised learning is an algorithm that 
prioritizes input to output as desired, usually termed 
class. The quality of learning outcomes is highly 
expected in the given class. The more appropriate the 
input and output given, the more accurate the results 
obtained. Thus, the user is very instrumental in 
validating the input and output. This type of 
algorithm is usually used to solve classification and 
regression problems [3]. One of the supervised 
learning algorithms is the Artificial Neural Network 
(ANN). 

Artificial Neural Networks have been widely 
used to solve problems, especially for prediction 
problems such as air compressor load forecasting [4], 

student performance prediction [5], monthly rainfall 
prediction [6], heat demand prediction [7], 
performance prediction for task migration [8] and 
many others. 

Deep learning is one of the algorithms developed 
based on the ANN. The basic difference is in the 
number of layers used. If more than one layer is used, 
then the model can already be called deep learning. 
Deep learning was introduced in 2000 and has been 
widely implemented in various fields, such as health 
[9], marketing management [10][27], financial [11] 
and sports [12]. Likewise in the field of computer 
science such as computer vision [13][14][15], speech 
recognition [16][17] dan natural language processing 
[18][19][20]. 

The advantages of deep learning, among others, 
can be implemented in almost all fields; this makes 
deep learning have universal capabilities. In 
addition, deep learning can process various 
variations of data naturally according to the facts. 
Furthermore, deep learning does not require 
artificially designed features. Optimization features 
can be updated automatically. The next advantage is 
that deep learning has transfer learning capabilities. 
This is useful when there is insufficient data 
available for a problem to be solved [3]. 

The optimizer function is used to minimize the 
occurrence of cost values. Some optimizers like 
Adam [21], AdaDelta [22], RMS-Prop [23], 
AdaGrad [24], and SGD [25] has been successfully 
used in machine learning models, as well as proving 
that the optimizer function is one of the factors that 
can determine the success of the built model. For this 
reason, researchers will compare the results of 
several of these optimizers to determine the optimal 
optimizer for use in the built machine learning 
model. 

 
3 TABLES AND FIGURES 

3.1 DATA COLLECTION 

This study uses a public dataset sourced from 
Kaggle on churn in telecommunications [26]. The 
dataset contains 3,333 rows and 21 columns. The 
dataset is a class imbalance with a comparison true 
and false ratio in 15:85.  

Table 1: Dataset Information 

No Attribute 
Name  

Description  

1 State  Location of phone 
number’s state 
origin  
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2 Account 
length 

Length of customer 
account 

3 Internatio
nal plan  

Whether or not a customer has 
an international plan.  

4 Voicemai
l plan  

Whether or not a customer has 
a voice mail plan  

5 Area 
code  

Identifier for geographic 
region of phone number origin  

6 Phone 
number 

Customer phone number 

7 Number 
vmail 
messages  

Number of voice mail sent by 
customers  

8 Total day 
minutes  

Total minutes spent on calls 
during the day.  

9 Total day 
calls  

Total calls made during the 
day.  

10 Total day 
charge  

Total charge for calls during 
the day  

11 Total eve 
minutes  

Total minutes spent on calls 
during the evening  

12 Total eve 
calls  

Total calls made during the 
evening.  

13 Total eve 
charge  

Total charge for calls during 
the evening  

14 Total 
night 
minutes  

Total minutes spent on calls 
during the night.  

15 Total 
night 
calls  

Total calls made during the 
night  

16 Total 
night 
charge  

Total charge for calls during 
the night  

17 Total intl 
minutes  

Total minutes spent on 
international calls  

18 Total intl 
calls  

Total international calls made  

19 Total intl 
charge  

Total charge for international 
calls.  

20 Customer 
service 
calls  

Number of calls made to 
customer service.  

21 Churn  Customer churn class  
 

 

 

3.2 DATA PREPROCESSING 

Data preprocessing is an exercise in techniques 
used on data sets to remove noise, missing values, 
and inconsistent data. The preprocessing data 
process is divided into several steps, namely data 
cleaning, data transformation, and data reduction. 

Data cleaning is a process where we will clean up 
irrelevant data and lost data. Data reduction is the 
process of reducing the amount of data to be 
analyzed easily or because the data is not relevant to 
the output class. While the data transformation 
changes the shape of the data to suit the needs of 
researchers, in this case is following the machine 
learning model used. 

3.3 DATA REDUCTION 

Data reduction is the process of reducing the size 
or amount of data from the actual data set. In this 
case, the researcher only uses 20 columns out of a 
total of 21 columns. This means that there is 1 
column that the researcher does not use, namely the 
"phone number" column. This is because the column 
is considered irrelevant to the output class. 

3.4 DATA TRANSFORMATION 

First, we will change the "account length" 
column into three categories: short, middle, and long. 
The trick is to divide three by the maximum value in 
that column, and the result is 243/3=81. This value is 
what the researcher uses as a reference in 
determining the interval for each group < 82, 82 – 
162, and > 162 long. 

Furthermore, the dataset will be changed into 
three data groups, namely, continuous data, category 
data, and class data. To find out which columns will 
be converted into the three data groups above, we can 
see them in Table 3.2. The number of each data 
group is data continuous 14 columns, data category 
five columns, and data class 1 column. 

Table 2: Define Dataset 

Group 
Name  

Column Name 

Continues  number vmail message, total day 
minutes, total day calls, total day 
charge, total eve minutes, total eve 
calls, total eve charge, total night 
minutes, total night calls, total 
night charge, total int minutes, total 
intl calls, total intl charge, 
customer service calls 
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Category state, international plan, voice mail 
plan, area code, account length 
group 

Class  churn  
 

3.5 MODEL BUILDING 

In this study, we will build a neural network 
model. The model will be given input based on the 
column in the continuous data group, adding the 
number with the number of columns in the 
categorical data group and the results of the 
embedding calculation. The results of this model can 
be either a single regression or a classification. This 
research will focus on the results in the form of a 
single regression. Figure 1 is an illustration of the 
stages in the model we built. 

 

Figure 1: Model Building 

3.6 MODEL TRAINING AND VALIDATING 

In this study, the parameters used are 100 epochs, 
0.5 cost function weight, 0.05 optimizer learning 
rate, and 4-fold cross-validation. The values that will 
be used as a reference in this research are cost value 
and performance matrices. To calculate the cost 
value, we will use Cross-entropy. Cross-entropy is a 
measure of the difference between two probability 
distributions for a given random variable or event. 
The researcher will use the weight parameter in 
Cross-entropy to handle the dataset imbalance. 
Researchers use the confusion matrix to calculate the 
performance matrix. Next, we will divide the dataset 
into testing and validating training data with a ratio 
of 20:80. The dataset with a ratio of 80 will be used 
as training and validating data using cross-
validation. Cross-Validation is a sampling method 
used to evaluate the model on a limited sample of 
data. We will apply cross-validation with a 4-layer 
setup to a data set that has 3333 rows. The result is 
that cross-validation will divide the data into 25% 
validating data and 75% training data. This process 
will be repeated in four layers. Until all the data has 
become validating data and training data. See Figure 
2 for illustration of cross validation. 

 

Figure 2: Illustration of Cross Validation 4 Layers 

4 EQUATIONS 

Researchers will compare the results of several 
optimizer functions to find the optimizer function 
that has the best results for use in this model and 
dataset. Researchers will also check whether the 
results are included in the overfitting and 
underfitting categories. Overfitting is a condition 
where the built model gives good results on training 
and validation data but gives poor results on data 
testing. While underfitting is a condition where the 
model built gives poor results both on training and 
validation data as well as on test data so that it still 
cannot be used. 

4.1 OPTIMIZER FUNCTION 

4.1.1 ADAM OPTIMIZER 

From the observation of the cost value and 
accuracy of the model made by Adam's implementer, 
it was found that the model was not overfitting and 
underfitting for more details can be seen in figure 2.  

 

Figure 2: Adam Optimizer Overfitting and 
Underfitting Test 

If you look at the confusion matrix in Figure 3 
below, this model gets the highest value is 549 data 
with criteria of prediction label is churn and true 
label is churn. The lowest value is 9 data with criteria 
of prediction label is not churn and true label is 
churn. 
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Figure 3: Adam Optimizer Confusion Matrix Result 

While, for matrix evaluation results in Figure 4, 
we have a cost value are 0.369, an F1 Score is 0.838 
and an accuracy is 0.923. 

 

Figure 4: Adam Optimizer Matrix Evaluation Result 

4.1.2 ADADELTA OPTIMIZER 

From the observation of the cost value and 
accuracy of the model created by implementing 
AdaDelta, it was found that the model is not 
overfitting and underfitting for more details can be 
seen in Figure 5. 

 

Figure 5: AdaDelta Optimizer Overfitting and 
Underfitting Test 

If you look at the confusion matrix in Figure 6 
below, this model gets the highest value is 540 data 
with criteria of prediction label is churn and true 
label is churn. The lowest value is 18 data with 
criteria of prediction label is not churn and true label 
is churn. 

 

Figure 6: AdaDelta Optimizer Confusion Matrix 
Result 

While, for matrix evaluation results in Figure 7, 
we have a cost value are 0.333, an F1 Score is 0.813 
and an accuracy is 0.908. 

 

Figure 7: AdaDelta Optimizer Matrix Evaluation 
Result 

4.1.3 RMS-PROP OPTIMIZER 

From the results of observations of the cost value 
and accuracy of the model made by implementing 
RMS-Prop, it was found that the model was not 
overfitting and underfitting for more details, it can be 
seen in Figure 8. 

 

Figure 8: RMS-Prop Optimizer Overfitting and 
Underfitting Test 

If you look at the confusion matrix in Figure 9 
below, this model gets the highest value is 551 data 
with criteria of prediction label is churn and true 
label is churn. The lowest value is 7 data with criteria 
of prediction label is not churn and true label is 
churn. 
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Figure 9: RMS-Prop Optimizer Confusion Matrix 
Result 

While, for matrix evaluation results in Figure 10, 
we have a cost value are 0.326, an F1 Score is 0.839 
and an accuracy is 0.924. 

 

Figure 10: RMS-Prop Optimizer Matrix Evaluation 
Result 

4.1.4 ADAGRAD OPTIMIZER 

From the results of observations of the cost value 
and accuracy of the model created by implementing 
AdaGrad, it was found that the model was not 
overfitting and underfitting for more details can be 
seen in Figure 11. 

 

Figure 11: AdaGrad Optimizer Overfitting and 
Underfitting Test 

If you look at the confusion matrix in Figure 12 
below, this model gets the highest value is 549 data 
with criteria of prediction label is churn and true 
label is churn. The lowest value is 9 data with criteria 
of prediction label is not churn and true label is 
churn. 

 

Figure 12: AdaGrad Optimizer Confusion Matrix 
Result 

While, for matrix evaluation results in Figure 13, 
we have a cost value are 0.281, an F1 Score is 0.846 
and an accuracy is 0.926. 

 

Figure 13: AdaGrad Optimizer Matrix Evaluation 
Result 

4.1.5 SGD OPTIMIZER 

From the observation of the cost value and 
accuracy of the model made by implementing SGD, 
it was found that the model was not overfitting and 
underfitting for more details can be seen in Figure 
14. 

 

Figure 14: SGD Optimizer Overfitting and Underfitting 
Test 

If you look at the confusion matrix in Figure 15 
below, this model gets the highest value is 555 data 
with criteria of prediction label is churn and true 
label is churn. The lowest value is 3 data with criteria 
of prediction label is not churn and true label is 
churn. 
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Figure 15: SGD Optimizer Confusion Matrix Result 

While, for matrix evaluation results in Figure 16, 
we have a cost value are 0.261, an F1 Score is 0.740 
and an accuracy is 0.894. 

 

Figure 16: AdaGrad Optimizer Matrix Evaluation 
Result 

4.2 COMPARISON RESULT 

When compared to previous research with the 
same data source, in this paper we add one additional 
column, namely the long group of accounts that are 
included in the deep learning process. This is 
because the length of the account is one of the habits 
of the customer. 

From the experimental results, Figure 7 shows 
that the optimizer function SGD shows the best 
performance with the lowest cost value, which is 
0.261. Followed by AdaGrad and RMS-Prop with 
values of 0.281 and 0.326, respectively. While the 
worst performance is shown by Adam with a cost 
value of 0.369. 

 

Figure 7: Chart Optimizer Function vs Cost Value 

The comparison uses the accuracy value in 
Figure 8. The best value was scored by AdaGrad 
with a value of 0.926, followed by RMS-Prop and 
Adam with a value of 0.924 and 0.923, respectively. 
While the worst performance faced by SGD with an 
accuracy value of 0.894. 

 
Figure 8: Chart Optimizer Function vs Accuracy 

 
As for the comparison using the F1 score, it is 

shown in Figure 9. The best value was shown by 
AdaGrad with a value of 0.846, followed by Adam 
and RMS-Prop with a value of 0.838 and 0.834, 
respectively. While the worst results are shown by 
SGD with a value of 0.740. 

 
Figure 9: Chart Optimizer vs F1 Score 
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All experimental results of matrix evaluation can 
be seen in the table below: 

Table 3: Optimizer Matrix Evaluation Results 

No Optimizer  
Function  

Cost  
Value 

Accuracy F1 
Score 

1 AdaDelta 0.333 0.908 0.813 
2 AdaGrad 0.281 0.926 0.846 
3 Adam 0.369 0.923 0.838 

4 RMSprop 0.326 0.924 0.834 
5 SGD 0.261 0.894 0.740 

 
From the results of the comparison above, we do 

not find any models experiencing overfitting or 
underfitting. As for the results of the performance 
matrix, it can be concluded that optimizer function 
with the lowest cost value is in SGD with AdaGrad 
and RMS-Prop. Meanwhile, the AdaGrad 
classification has the best value, followed by RMS-
Prom and Adam. The best calculation results for cost 
value, accuracy, and f1 score are 0.261, 0.926, and 
0.846 respectively. 

This research uses a simple deep learning model 
and although the results of this study are satisfactory, 
the model with deep learning can be further 
improved. one of them is by enriching the data 
sources used by combining them with other data 
sources such as social media. 
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