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ABSTRACT 
 

The rapid emergence of computer technology has led to the storage of vast amounts of information in 
databases. The increasing popularity of electronic data has also created vast amounts of unlabeled 
information. The potential of extracting valuable knowledge from such digital data has created the basis for 
the researchers towards important research areas such as Web engineering, Data Science, Big Data 
Analytics etc. Web engineering is a process utilized for exploring patterns in large databases. However, 
finding intrinsic structures in large amounts of data becomes a distinctive challenge to organize them into 
meaningful groups. Many of the existing clustering algorithms are not appropriately suitable for all kinds of 
web applications.  

This prompted the present researchers to develop a machine algorithm that is more applicable and robust in 
real-time to get technological intelligence especially from web data sources. The authors propose an 
Optimal Segmentation System using a Machine Learning approach (MLOSS) with twin objectives. 
Initially, MLOSS performs the pre-processing step on the unstructured and semi-structured web documents 
to prepare efficient data representation structure for applying either supervised and unsupervised 
techniques. Later as a part of second objective, the proposed system emphasizes on the segment of the 
preprocessed web data using clustering techniques with an hybridization of the Genetic Approach, that 
mimic the biological evaluation process having the self-learning proficiency. To validate the performance 
results of the proposed framework in numerous orders of magnitude, much experimentation is done and, the 
results have proven this as claimed. 

Keywords: Machine Learning, Web Mining, Genetic Algorithms, Clustering, Un-Supervised Techniques 
 
1. INTRODUCTION  
 

The increasing number of data sources and the 
ease of accessing them on www have created new 
opportunities for academic and social activities. 
This is evidenced by the emergence of various web 
mining and analytical techniques. The practice of 
extracting previously unknown patterns from 
massive amounts of web data is known as 
knowledge retrieval from web data as presented in 
Figure 1. 

The web data is usually collected in informal 
settings like weblogs, emails, web pages, chat 
rooms etc. To extract the most out of the web 
documents, it demands to store the web data in a 
structured data structure. Although there are many 
ways to do this, most of them are focused on 

extracting the text structure and its idiosyncrasies. 
Most web mining approaches rely on the idea that a 
given web document can be represented by a series 
of words. To be able to determine the importance of 
a given word, a vector representation is typically 
used, with the following phases. 

 Tokenize the web file using space as the 
delimiter 

 Clear the words that do not have any specific 
meaning 

 Use the porter stemmer algorithm to get the 
common root word for the words with the same 
root word. 

 Construct a data structure that enables very 
efficient analysis of huge web document 
collections without using any explicit semantic 
information. 
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Figure 1: Process of Web Mining 

Web data transformation is a process that 
generates features from web documents. Unlike 
open-ended data mining, web mining is not 
structured so it requires an organized procedure to 
perform this task. 

Attribute selection algorithms are ad hoc methods 
that are used to identify the features that are 
important to a given cardinality. If the features are 
not available, the algorithms may be impractical for 
unsupervised learning. 

Web data engineering is a procedure that 
identifies the intrinsic findings within and across a 
large amount of web data. It can be performed in 
various forms such as knowledge mining from web 
data, fixed domain web mining, supervised web 
mining, unsupervised web mining etc. 

Supervised web mining is used to classify web 
documents. Before the model can be used, pre-
defined classes are used to classify the new web 
documents. The goal is to train the algorithm to 
automatically classify incoming news stories 
according to their topic. The training documents are 
labeled with a class. The model is then used to 
assign the correct class to the new web document. 

In terms of real-time applications, unsupervised 
web mining is more advantageous than most 
supervised methods. The unsupervised method aims 
to find a set of documents that are both similar and 
dissimilar in terms of their contents. The result is 
typically a set of clusters. Usually, the quality of the 
cluster is better if the documents in the cluster are 
more similar than those in the opposite cluster. 

Due to its unsupervised web mining nature, it is 
not sufficient for most web applications. It is 
therefore recommended that web science scientists 
use an optimized method such as genetic 
algorithms, for solving non-linear and complex 
domain problems. 

In the present work, the authors propose a 
Machine Learning based Optimal Segmentation 

System using a genetic algorithm. The system uses 
a novel approach that works with the inherent 
characteristics of genetic algorithms. 

The present research paper is prepared as 
follows. Section 1.2 provides the important 
associated work and inspired motivations of the 
proposed work. Section 1.3 presents the major 
research contributions of the authors. In 1.4, the 
investigation results along with analysis are 
showcased. Finally, section 1.5 gives a summary 
regarding the present paper and then pays a focus 
on future work. 

2. LITERATURE REVIEW AND 
MOTIVATIONS 
2.1 Literature Review 

Over a two-decade period, the present authors 
conducted a detailed literature review to investigate 
the major contributions and prominent research 
paths in the field of web mining. The researchers [1, 
2, 3, 4, 5, 6, 9, 10, 22, 23] have been studying web 
mining techniques and technologies to develop new 
solutions for real-world problems. This section 
provides a thorough review of the literature on 
various developments in web mining as well as 
clustering techniques, as shown in Figure 2, in order 
to provide context for the proposed work. 

There have been many attempts [16, 17, 19, 33, 
35] at information retrieval. In 1975, the first 
attempt at automatic indexation was made [36]. 
This work demonstrates that the concept of 
searching for information has gained increasing 
attention as a result of the rise of the WWW, which 
directs current research toward web mining. 

The majority of the authors [20, 21, 24] 
acknowledge that the task of segmenting web 
documents is a prominent path of web mining and 
is extremely difficult in the rapidly growing online 
and digital era. As a result, the current work 
selected Web document categorization to segment 
the documents into meaningful parts to derive 
actionable intelligence for web scientists. 
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Figure 2: Related Work of Web Mining 

Especially, web Document Categorization is an 
encouraging domain for web researchers. Numerous 
papers have been published in this field. The web 
document categorization method can be used in two 
different ways: first, it can be done by automatically 
grouping similar documents (Unsupervised 
Learning) [7, 11, 32, 34] or by assigning keywords 
to specific documents (Supervised Learning) [19, 
29, 33]. Among these, web document categorization 
using unsupervised techniques is a current research 
area, and this is the motivation for the current 
research work. 

Web Document Clustering is an unsupervised 
method that can be used to organize web documents 
into segments or objects. The traditional approach 
for web document clustering involves the 
recognition of the attributes of a data set. For both 
quantitative and categorical data, the problem has 
been studied [26, 28, 29, 35]. The authors choose 
Distance-based Clustering over Phrase-based 
Clustering and Probabilistic Clustering for web 
document clustering. 

The Distance-based methods are intended for 
measuring the similarity of web documents between 

them. The finding of content similarity is a primary 
issue in web mining. Towards that, content 
similarity functions can be used in the combination 
of clustering algorithms such as hierarchical 
clustering, partitioned clustering etc. The proposed 
work concentrates on partitioned clustering to 
segment the web documents efficiently.  

There have been various attempts at partitioned 
based K-Means algorithm by many authors [1, 7, 
20] to overcome the problems and to address many 
complex issues. The research review [24, 27, 28, 
31, 33, 53] is evident that most of the previous 
works have investigated the clustering problem in 
the light of choice of replacement centroid that has 
the highest SSE, detection of outliers, reducing the 
SSE with post-processing, incremental updating of 
centroid etc. With these findings, the current 
researchers continue their investigation into the 
benefits of partition-based clustering techniques. 

After that, the present authors extended their 
literature survey to the prominent contributions in 
the area of web document pre-processing and the 
suitability of genetic to clustering techniques. 
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In [8, 13, 14, 15] researchers have paid attention 
to various preprocessing techniques to improve the 
efficiency of web document categorization. The 
main techniques that they used are stop word 
removal, stem-based preprocessing, and TF-IDF. 
Due to the complexity of natural language 
processing, the need for stemming techniques has 
been highlighted by very few authors [13, 14, 25]. 

The researchers [12, 18, 25, 30, 31] have 
explained the biological evaluation procedures 
related to computer evaluation in the light of 
genetic algorithms. Furthermore, the authors [3, 18, 
27, 30] presented the web document clustering 
based on a genetic algorithm. Some more web 
researchers [1, 2, 18] have noticed that K-Means is 
a widespread technique for segmenting web 
documents, resulting in local optimization. To 
overcome that, very few researchers utilized the 
genetic approach, but require more iteration for 
finding improved clusters. They expressed that 
there is a necessity for a more proficient algorithm 
to give better clusters in less iteration. 

2.2 Motivations 
Due to the increasing volume of web data, it is 

becoming very challenging for web researchers to 
extract knowledge. In addition, with the increasing 
number of documents that can be accessed through 
computer networks, the need for extracting web 
content from them has become a basic motivation 
for the proposed Machine Learning framework. 
Although web mining techniques are good for 
handling low-dimensional data, they are not 
suitable for massive amounts of data. Due to this, 
many of the techniques are not optimized for high-
dimensional data. 

Motivated by the above considerations, here the 
researchers aim to enhance the clustering process 
by employing the Genetic algorithm. Towards this, 
the objectives of the proposed work are accordingly 
framed as the following: 

 Design and implementation of effective pre-
processing techniques - A web database is 
composed of large volumes of documents that 
are gathered from various sources. Due to the 
nature of the data, it tends to be cluttered and 
inconsistent. This is one of the main reasons to 
implement more professional pre-processing 
techniques. 

 Construction of effective mining-ready data 
structure - To arrange the pre-processed web 

data in a good format, the data structure must 
be designed and modelled. The structure must 
determine the appropriate set of keywords for 
each web document in the corpus. 

 Design and development of optimal clustering 
algorithm - Due to the complexity of web 
databases, the extraction of various types of 
hidden and previously unknown knowledge is 
typically done in various ways. This process 
involves designing and developing an optimal 
clustering algorithm in the nutshell of the 
Genetic Approach. 

3. PROPOSED WORK 
The quality and efficiency of web data 

segmentation are often evaluated through the use of 
clustering techniques. This study introduced the 
Machine Learning based Optimal Segmentation 
System (MLOSS) by concentrating on all the stages 
of web-based clustering techniques with an 
advantage of genetic framework to get optimal 
solutiion as presented in Figure 3. 

3.1. Web Data Pre-Processing 

The preprocessing of web documents is a crucial 
component of the Web mining process. This 
discipline involves extracting structured 
representations from web documents. In the 
literature, it has been observed that the time and 
effort spent in preprocessing are usually neglected 
or less attractive compared to the other tasks. So, 
the authors in this paper aim to implement complete 
web preprocessing techniques before segmenting 
the web documents.  

3.1.1. Web Document Collection: The initial 
phase of web data preparation of the 
proposed MLOSS is the collection of web 
documents. The gathering of web documents 
is highly dependent on the aim of web 
mining over the World Wide Web.  

3.1.2. Tokenization: The next step of MLOSS 
splits the web content into pieces and 
removes all punctuation marks. The tokens 
are then divided by replacing a space 
between the words. The set of obtained 
tokens of all web documents is considered as 
the dictionary of MLOSS. 
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Figure 3: Architecture of Proposed MLOSS 

3.1.3. Stop Word Removal: Stop words are terms 
that provide structure to a language instead 
of content. Yet, they may lead to confusion 
too in the entire web mining process. 
Moreover, the discard of stop words 
minimizes the dimensionality of the 
proposed VSM. Few stop words in English 
are presented in Figure 4. 

 

Figure 4: Few English Stop Words 

3.1.4. Stemming: The MLOSS resolves the issue 
of reducing the size of the Vector-Space-
Model (VSM) by employing stemming. The 
goal of stemming is to minimize or avoid 
derivational forms of each word to common-
base form. This procedure involves avoiding 
the use of inflectional forms and derivational 
associated forms of a word. The MLOSS 
uses the statistical N-Gram stemmer to 
identify common words. It does so by 
estimating the proportion of N-Grams that 
are in general.  

The method is very interesting and it is 
language independent. It makes use of the 
string method to convert word inflation into 
its stemming word. N-Grams are parallel 
characters that are extracted from a given 
text. A document or data that contains N-
Grams is then analyzed for its root form and 
associated words. The statistical analysis 
method used to identify them is known as 
the Inverse Frequency Document.  

3.1.5. Attribute Selection: Even after the 
completion of the cleaning process of the 
web documents, a large set of features still 
exists. To minimize the size of the set, the 
MLOSS steps towards attribute selection. 
This step helps in selecting the best 
attributes for the problem domain. 

a. Term Contribution(TC): The TC is computed 
based on which term contribute to the 
similarity of all the web documents collected. 
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𝑇𝐶(𝑡௞)   = ෍ 𝑓൫𝑡௞ ,𝐷௜൯  ∗  𝑓(𝑡௞ , 𝐷௝)

௜,௝∩௜ஷ௝

     (1) 

Where f(tk,Di) is the Term-Frequency-
Identifier of kth term of ith web document. 
 

b. Term Variance: It is calculated in a web 
document by averaging the scores of terms that 
exhibit high document frequency. 

𝑣(𝑡௜) =  ෍ൣ𝑓௜௝ −  𝑓ప
ഥ൧

ଶ
                            (2)

ே

௝ୀଵ

 

Where fij is the frequency of ith term of jth web 
document, (fi ) is mean frequency. 
 

c. Term Variance Quality: The total variance is 
used to calculate the quality of a phrase in this 
metric. 

𝑞(𝑡௜) =  ෍ 𝑓௜௝
ଶ −  

1

𝑛
቎෍ 𝑓௜௝

௡

௝ୀଵ

቏

ଶ

               (3)

௡

௝ୀଵ

 

Here fij is the frequency of ith term of jth web 
document.  

Finally, these filters rank all of the terms, thus 
only the highest-ranked terms are used as selected 
features for the next stage of MLOSS.  

3.2. Web Data Encoding and Structure 
Representation 

Document encoding is a process that involves 
encoding web data in a format that is suitable for 
web mining. It is done by setting the element 
encoding value to one or zero if the word is used in 
the web document. 

The term weight w(d,t) is calculated by taking 
the word importance of the given web document 
and dividing it by the number of words. The 
document weight w(d,t) is then translated into a 
vector space model. 

A simple dimensional vector space model shows 
the terms that appear in the web document. The no. 
of times a word appears in the web document 
determines its value. 

Table 1: MLOSS Sample Dimensional VSM 

 News Shopping Blog Games Movies 

WebDoc1 4 0 4 7 0 

WebDoc2 0 6 0 0 0 

WebDoc3 0 11 0 4 4 

WebDoc4 6 4 3 2 0 

WebDoc5 9 1 8 7 2 

WebDoc6 7 3 5 6 7 

WebDoc7 33 13 21 13 7 

WebDoc8 4 9 9 9 2 

WebDoc9 0 8 19 2 1 

 

3.3. Web Data Segmentation using K-Means  
The K-Means combines the formatted web data 

collected by the vector space model with the 
formatted web data. It segments the web documents 
into groups.  

In the VSM, a web document is allotted to a 
centroid point. The centroid point of the segment is 
further modified based on web documents allocated 
for it based on the similarity of its content until the 
centroid point remain constant. 

Procedure: 
Step1. Find primary centroid point by 

choosing K web documents 
Step2. Iterate 
Step3. From K-Segments allocating each 

web document to its nearest centroid 
point 

Step4. Re-calculate the point-of-centroid of 
each segment  

Step5. Till centroid points remain constant 
 

The allocation and relocation of web documents 
to clusters in the above technique are done using 
Euclidian distance DE. Given two web documents 
wda and wdb, denoted with their word vectors  tୟሬሬሬ⃗   &  
tୠሬሬሬ⃗   , the DE between the two web words is given as 
follows 

𝐷ா(𝑡௔ሬሬሬ⃗ , 𝑡௕)ሬሬሬሬሬ⃗ = ൭ ෍ห𝑤௧,௔ − 𝑤௧,௕ห
ଶ

௠

௧ୀଵ

൱

ଵ
ଶ

               (4)   

 

Here, term-set TS = {tS1, tS2, ….., tSm}. Equally 
stated before, in the VSM TF-IDF is used as term 
weight, that is w୲,ୟ = TF − IDF(wdୟ ,t). 

The statistical mean is used in the computation 
and re-computation of the centroid. In this situation, 
the quality of segmentation is identified by using 
the Sum of Squared Error approach (SSE). 
Calculate each web document's error or its 
Euclidean distance from the nearest centroid, first, 
and then the overall sum of the squared errors. 
When faced with two sets of clusters generated by 
two distinct K-Means runs, choose the one with the 
lower squared error, as this indicates that the 
centroids of this clustering are a better 
representation of the web documents in their 
cluster. 
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The formal definition of the SSE is as follows: 

𝑆𝑆𝐸 = ෍ ෍ 𝑑𝑖𝑠𝑡(𝐶௜,𝑥)ଶ

௫∈஼೔

௄

௜ୀଵ

                      (5) 

As a result, the usual k-mean technique ensured 
that only locally optimal solutions were found. 
Furthermore, weak initial centroids and random 
initialization of the K-Means technique result in 
low clustering accuracy. 

3.4. Web Data Segmentation using Genetic 
Approach 

The K-Means algorithm is commonly used for 
determining a cluster. However, due to its 
complexity, the algorithm tends to take many 
decisions at random initialization and initial 
centroids. The authors propose a hybrid technique 
that combines the use of a genetic approach with K-
Means. 

Optimization techniques find the optimal solution 
in certain circumstances. It involves finding the 
optimal cluster size. The initial phase of this 
process is to generate K clusters that were 
processed by the K-Means. Further, the biological-
inspired operators of MLOSS create a new 
population and improve it. 

The encoding strategy involves finding the initial 
population from the K-Means clustering algorithm's 
survival patterns. After the fitness function has 
evaluated the survival patterns, the next step is the 
generation of the next biological population. 

3.4.1. MLOSS Encoding: The encoding 
technique of MLOSS is a step in the genetic 
process that helps identify the potential solution to 
a problem and make the algorithm capable of 
processing it. It is performed by selecting a suitable 
population from the generated clusters. For 
example, web document cluster {wd1, wd4, wd5, 
wd8} is coded as a binary chromosome with a 
length of 10 as described in Figure. 5. The 
existence of a web document is encoded with 1 and 
the other is encoded with 0. 

 
Figure 5: Binary Chromosome of Web Document 

3.4.2. MLOSS Fitness Function: The fitness 
function's characteristics are key to the success of a 
genetic algorithm. The genetic algorithm finds the 
optimal fit between the various outputs generated 
by the fitness function. The cohesion or separation 

of a cluster is determined by the sum of the nearby 
centroids of its members. 

ClusterCohesion(C୧) = ෍ Proximity(x, c୧)    (6) 

ଡ଼∈େ౟

 

ClusterSeparation൫C୧, C୨൯ = promity൫c୧, c୨൯      (7) 

 
Where ci is the centroid of a cluster Ci and c is 

the overall centroid. The similarity is calculated 
with a possible proximity measure that displays a 
comparable function's value. 

If m and n are two web documents vectors, then 

cos(m, n) =  
m. n

‖m‖‖n‖
                                          (8) 

 
Where,  m. n =  ∑ n୩m୩

୶
୩ୀଵ  and ‖m‖ the length 

of vector m, ‖m‖ =  √m. m 
 

3.4.3. MLOSS Operator: Based on biological 
principles, the genetic operators - selection, 
mutation, and crossover are implemented on the 
clusters to produce new generations. 
a. MLOSS Selection Process: The selection 

process involves selecting the genes from the 
mating pool. The selection is performed by 
spinning a roulette wheel with a marker and 
choosing the number of slots that corresponds 
to the fitness function of the cluster as 
presented in Figure. 6. 

 
Figure 6: MLOSS Roulette Wheel Parent Selection 

Process  
b. MLOSS Crossover Function: For each 

parent's chromosomes, the crossover point is 
generated. The information exchanged between 
the two parent chromosomes is then used to 
create two child chromosomes as presented in 
figure 7 & 8. 

 
Figure 7: Example of Crossover Point 
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Figure 8: Result of Crossover Function 

 
c. MLOSS Mutation Function: Fixed probability 

function is used to mutate binary chromosomes 
using bit position values. The bit position is 
then changed by flipping its value as shown in 
Figure 9. 

 

Figure 9: Process of MLOSS Mutation 
 

d. MLOSS Genetic Algorithm: The MLOSS 
genetic algorithm begins with the initial 
population preparation step. The fitness 
function then evaluates the survival capacity of 
the generated population. The crossover 
operators and the mutation operators are then 
selected and executed in parallel to produce the 
new population. 
Algorithm: 
1. Begin  
2. Create initial population using MLOSS 

Encoding 
3. Estimate population by MLOSS Fitness 

Function  
4. Produce new population by Looping 

a. MLOSS Selection Process 
b. MLOSS Single Point Crossover  
c. MLOSS Bit-by-Bit Mutation  

5. Till End Condition is Reached 
6. Arrive Optimal Web Document Clusters 

 
Finally, the Genetic algorithm of MLOSS with 

all its sub-processes reaches the optimal solution in 
segmenting web documents in less time. 

4. EXPERIMENTAL ANALYSIS 

The proposed MLOSS algorithm is the 
hybridization of K-Means and genetic algorithms. 
The number cluster generated by the algorithm is 
derived by taking the data from the vector space 
model.  

A series of experiments have been performed to 
showcase the accuracy of MLOSS over the number 

of generations of proposed genetic algorithm in web 
data segmentation as shown in Figure. 10. 

 

Figure 10: Accuracy Rate of MLOSS 

 
The MLOSS performed various cross over 

probabilities for different iterations. It showed good 
performance at the average mean Cp is 0.5 as 
described in Figure. 11. 

 

Figure 11: Mean Quality of MLOSS 

 
The MLOSS takes a little more time over  

Standard K-Means, however, it outperforms in 
generating optimal segments than K-Means as 
shown in Figure.12. 

 

Figure 12: Processing Time  of MLOSS 
 

5. CONCLUSIONS 

Web engineering is a multidisciplinary field of 
research that focuses on extracting valuable 
information from unstructured web documents. The 
aim of this work was to find optimal segments of 
web documents using unsupervised mining 
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techniques. The method was formulated by 
combining the K-Means and genetic algorithm. The 
proposed MLOSS framework enables organizations 
to segment their web documents into various data 
segments for actionable intelligence. The proposed 
work's results demonstrate that combining genetic 
algorithms with both supervised and unsupervised 
techniques provides a future research in the era of 
web engineering. 
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