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ABSTRACT 
 

Recent rapid technological advancements in pattern recognition and computer vision have led to great results 
on a wide range of applications. One of these applications is herbal plant species identification, as the proper 
automated system for the recognition of herbal plants is required for botanists to study therapeutic and 
nutritional uses of herbs. In literature, many studies have adopted classical machine learning approaches 
while some studies have adopted deep learning approaches, via the leaf images. For this work, we use the 
latest state-of-the-art framework, namely Mask R-CNN, to build such a classification system to identify a 
medicinal plant. In this paper, we demonstrate the development of the classification system using Mask R-
CNN and its backbone: region proposal network, RoI Pooling, RoI Align, and the network head: classification 
& detection, segmentation. The trained model achieved average accuracy of 95.7% for the identification of 
30 medicinal plant species loaded from the Mendely Dataset. The model output is obtained as bounding box 
for object detection, mask, and class indicating a plant species. 
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1. INTRODUCTION  
 

In 2019, the UN identified the need for 
agricultural output to double by 2050 [1], [2], 
therefore, in order to meet this need, a method called 
“plant phenotyping” is required for decision support 
in agriculture and also for the farmers to select plants 
with best properties in their prevailing environment, 
hence the farmers will be able to grow healthy plants 
in a sustainable way. The plant phenotyping was 
mostly achieved by a visual inspection of the plants 
which was limited by the throughputs and the 
accuracy as well, therefore, an automated plant 
phenotyping is needed to characterize a plant’s 
physiological and biological traits by analyzing color 
images. 

Plant phenotyping image recognition (PPIR) 
technology are applied to diagnose plant diseases, 
analyze growth rate, identify plant species, etc. [3]. 
However, plant species identification is a 
challenging task, even for experienced botanists, due 
to the great diversity of species [4], [5]. Among these 
species are medicinal plants, which include various 
types of plants used for therapeutic and nutritional 
purposes. Medicinal leaves are important part for 
plant identification as they appear for a long interval 

and are available in abundance, in contrast, the floral 
parts appear for a short interval. 

Nowadays, the modern technology is used to 
observe plants in a systematic scientific way, 
whereas the latest non-invasive imaging and 
centering technologies supported by robotics, 
drones, and Artificial Intelligence (AI) are being 
available. In the field of AI, neural networks and 
deep learning are encompassed in the tasks of pattern 
recognition and classification [6]. A new type of 
neural network architecture called Mask Region 
Convolutional Neural Networks (Mask R-CNN) 
developed on top of Faster R-CNN, while Faster R-
CNN is updated version of Fast R-CNN and Fast R-
CNN is updated version of R-CNN. 

The Region-CNN (R-CNN) proposed by Girshick 
et al. [7] is one of the state-of-the-art of the CNN 
based deep learning object detection approaches. 
One drawback with the original R-CNN framework 
is using selective search algorithm to extract the 
region of interest (final object locations), specifically 
for each image, up to 2000 regions will be extracted, 
so this process makes R-CNN slow and 
computationally expensive. Another drawback is the 
memory requirement because of the need to have 
multiple classifiers for each class of objects. 
Therefore, the speed and memory issues related to R-
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CNN resolved to some extent in Fast R-CNN with 
the removal of selective search algorithm and some 
architectural changes. 

The proposed Fast R-CNN proposed by Girshick 
[8] solves previously mentioned drawbacks by 
applying training in an end-to-end manner instead of 
training different modules separately. All modules 
used in the object detector, like convolution layers 
for feature extraction, Support Vector Machine 
(SVM) for classification and box regressor for 
bounding box regression are trained as a single 
network. As a result, the proposed Fast R-CNN 
model is 9x faster than R-CNN model. 

The Faster R-CNN model proposed by Ren et al.  
[9] is an enhanced version of Fast R-CNN model, 
and it is much faster than the other versions of R-
CNN, as it is 250x faster than R-CNN. Faster R-
CNN consists of detector which is Fast R-CNN and 
region proposal which is RPN as a unified network. 
Therefore, the Mask R-CNN proposed by He et al. 
[10] is a consequence of adding a branch to Faster R-
CNN that output the object mask.  

In this paper, we use the latest state-of-the-art 
framework, namely Mask R-CNN, to build such a 
classification system to identify a medicinal plant. 
The model output is obtained as bounding box for 
object detection, mask, and class indicating a plant 
species. 

This paper is organized as follows. Section 2 
presents an overview of existing medicinal plants 
classification approaches. Section 3 is the 
development of the classification system using Mask 
R-CNN and its backbone: region proposal network, 
RoI Pooling, RoI Align, and the network head: 
classification & detection, segmentation. Section 4 
discusses about the application evaluation and 
results. Section 5 summarizes how the research 
objectives are being achieved. 

2. RELATED WORKS 

In the past few years, some object detection 
and recognition studies are oriented toward the plant 
phenotyping analysis via leaf images. In this section, 
several related works, which are based on different 
technology for plant species identification, are 
reviewed in general. 

A study [11] was utilized the Probabilistic 
Neural Network (PNN) to classify 32 kinds of 
common plants in China, 12 commonly used digital 
features of leaves were extracted, including 
morphological ones and geometrical ones. Principal 
Component Analysis (PCA) was used to 
orthogonalize these 12 features into 5 principal 

components to form the input vectors of the PNN. 
Experimental result indicated that the average 
accuracy of this algorithm is greater than 90%. Using 
a different dataset with 24 common species in 
Mauritius and a different classifier, Begue et al. [12] 
achieved almost a similar level of accuracy with the 
random forest classifier.  

Gu et al. [13] used a combination of 
Gaussian interpolation and wavelet transform to 
extract the skeleton of the whole leaf. Then the 
classifiers, a radial basis probabilistic neural network 
(RBPNN), a k-nearest neighbor (k-NN), and a 
nearest neighbor (1-NN) were used to perform the 
recognition of twenty species images to a achieve a 
classification accuracy of 85.4%, 91.1% and 93.1% 
respectively. Other study [14] used k-NN algorithm 
to classify Thai herb leaf based on seven leaf features 
and the algorithm achieved an accuracy of 93.29%. 

AlAsadi et al. [15] used two approached of 
classifiers; SVM and Neural Network feed-forward 
on two different datasets. A set of leaf features based 
on texture and shape were extracted for the plant 
recognition and accuracy of 91% was obtained. 

Obviously, the greater part of the studies 
referenced above have focused on the recognition 
with derived features which are generally used with 
“classical” machine learning approaches. However, 
most of these derived features are low-level image 
representation, which is affected by background and 
noise, so it is difficult to be employed in practical 
applications [16]. Recently, "newer" approaches 
based on deep learning for the recognition with 
learned features which are automatically obtained by 
training the dataset have attracted the attention of 
many researchers to use the latest deep learning 
models.  

In [16], Vo et al. used the Convolutional 
neural networks (CNNs) to classify the dataset 
containing 10 herbal plant species in Vietnam. A 
VGG16-based deep learning model comprising of 5 
residual building blocks was utilized to extract the 
deep convolutional features from the images. The 
trained CNN achieved a recognition rate of 93.6%. 
Also, other studies have increasingly replaced the 
traditional AI process by CNN, like the study in [17] 
for Chines-herbal identification, and the study in 
[18] for weed species identification, with the 
accuracy reaching 71% and 86.2% respectively.  

In [19], Mookdarsanit used Fast R-CNN for 
model architecture and feature extraction framework 
to identify 11 well-known Thai herbs, the trained 
Fast R-CNN achieved accuracy higher than 80%.  
The work presented in this paper is inspired by one 
of the latest deep learning models, which is Mask 
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R-CNN to provide robust recognition system of 
herbal plants.  
 
3. MATERIALS AND METHODS 
 
3.1 Dataset 

The dataset of medicinal herbs used is 
available from Mendeley in [20]. Mendeley offers 
free access to the comprehensive medicinal leaf 
dataset, which we used to train and test our approach. 
The dataset contains 1800 images of thirty species, 
each species consists of 60 to 100 high-quality 
images. This dataset provides benchmark data that 
can be used by researchers to develop and enhance 
their AI used models for detection, recognition the 
species and its diseases.  

The instruments used to capture and print 
the images are mobile camera model (Samsung s9+) 
and (Canon inkjet) printer, then the images were 
stored in JPG format to provide organized database. 
In addition, a segmentation process to facilitate 
image recognition carried out on Mendeley dataset.  

Fig. 1 shows the collection of the 30 species 
with their scientific names. 

 
 
 
 

3.2 Annotation 
Annotation of the images is the primary 

step, in light of the fact that the training data set used 
in Mask R-CNN must be labeled. The 
(Makesense.AI.) [21] image annotator was used to 
annotate the images; this tool is a web-based 
lightweight annotation tool. Each image in the 
training data was annotated manually by plotting 
bounding box on the shape of the region which 
specifying exact points of the leaf border, then label 
that image by giving name which is the short form 
of the scientific name of the leaf class, ex. AG which 
represents Alpinia Galanga. This process generated 
“json” file corresponding to each image. The “json” 
file contains the information regarding the leaf shape 
coordinates, image width, image height, label name, 
etc. These information per image is necessary for the 
training purpose to detect and recognize the class of 
the leaf object. 

Here we chose 23 images per each species, 
and as the dataset contains 30 species of leaf, 
accordingly, 690 images were annotated. Fig. 2 
demonstrates the annotation process for the image of 
Alpinia Galanga plant. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1: The collection of the 30 species 
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Figure 2: The image of Alpinia Galanga plant during the 
annotation process 

 
3.3 MASK R-CNN 

A new type of neural network architecture 
called Mask Region Convolutional Neural Networks 
(Mask R-CNN) was developed by a group of 
Facebook AI researchers in 2017 [10], in order to  
facilitate some key challenging research problems 
such as instance segmentation in computer vision 
field. Instance segmentation is the process of 
detecting and delineating each distinct object of 
interest in an image, and so instance segmentation is 
a combination of two subproblems, first is object 
detection which is the problem of finding and 
classifying a variable number of objects in an image, 
and second is semantic segmentation which is a 
problem of understanding of an image at the pixel 
level where an object class assigned to each pixel in 
an image. Therefore, the developed architecture can 
return an object class, a mask, and the bounding box 
for each detected object in an image. 

Basically, Mask R-CNN is a combination 
of the Faster R-CNN with Fully Convolutional 
Networks (FCNs) which run on each Region of 
Interests (RoIs). The Mask R-CNN is similar to the 
faster R-CNN, but additionally it output the object 
mask, where FCNs are used to predict the mask from 
each RoI align which preserves the spatial 
orientation of features and leads to no loss of 
information. As shown in fig. 3, the architecture 
behind Mask R-CNN, mainly consists of two stages 
[10]. The first is a Region Proposal Network (RPN), 
“which anticipates object proposal bounding boxes 
based on anchor boxes”, then feed them into the 
second stage. The second stage is an R-CNN 
detector, which “refines these proposals, classifies 
them, and computes the pixel-level segmentation for 
these proposals”. 

In the following, according to the Mask R-
CNN architecture, we explain the main steps in more 

details, along with an example of herb leaf image, to 
follow change at each step. 
3.3.1 Convolution Neural Network (CNN) 

The input image is passed through a pre-
trained CNN to generate feature maps. CNN [22] has 
multiple convolutional layers to extract the features 
at different levels, ranging from low level features 
such as lines specified by early layers and in the later 
layers successfully higher-level features were 
extracted, which are combinations of low-level 
features, such as features that comprise multiple 
lines to specify shapes. 

So thereby in our work, we used the 
backbone network Resnet101 [23], [24] for feature 
extraction, which is a proven architecture with less 
error rate, and this was improved by adding Feature 
Pyramid Network (FPN) [25] to present the object 
better at multiple scales. The model was trained over 
the dataset, which is roughly around 690 images, that 
were reloaded from the “json” file. 

In addition, image data augmentation was 
used to artificially expand the training dataset in 
order to improve the ability of the model to 
generalize. For augmentation, the Python “imgaug” 
module is used to improve convergence. All 
augmenters were applied to a random 50% of the 
images in a batch and executed in random order. The 
following parameters for resizing and scaling are 
considered: 

 
    IMAGE_RESIZE_MODE = "square" 
    IMAGE_MIN_DIM = 800 
    IMAGE_MAX_DIM = 1024 
    IMAGE_CHANNEL_COUNT = 3 
 
Fig. 4 shows some network layers output at 

different stages of Mask R-CNN model. 
 

3.3.2 Region Proposal Network (RPN) 
From the backbone feature maps, the RPN 

discover the location of the object, so the task of 
RPN starts with the use of anchor boxes. Anchor 
boxes are basically a specified collection of 
bounding boxes with a specific height and width, 
once anchor boxes is generated, next is to calculate 
Intersection over Union (IoU) with the ground truth 
boxes (referred to as Non-maximum Suppression) , 
so the anchor box with the higher IoU will be labeled 
as foreground class where the value of IoU is greater 
than or equal to 0.5, and the area where IoU is less 
than to 0.5 will be labeled as background class [26], 
so the task of RPN is to predict foreground and 
background anchor boxes and finally the anchor  
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Figure 3: The architecture of the Mask R-CNN 

 

Figure 4: Resnet 101 last layers feature maps 

 
boxes which are labeled as foreground class will 
pass to the next stage. 

Fig. 5 shows refined anchors after non-max 
suppression.  
3.3.3 Region of Interest (ROI) Align 

This is the second stage which is also 
known as ROI pooling. There are two inputs that 
ROI pooling received, one is the output anchor boxes 
of different sizes from RPN, and the other input is 
different size of feature maps from pre-trained 
network. Therefore, the functionality here is to 
reduce all the feature maps to same size for each 
region proposal. 

 

 

3.3.4 Bounding Box Regressor and ROI  
Classifier 
This step runs on the RoI proposed by RPN 

and generates two outputs for each RoI, the class of 
the object in the RoI like Jasminum, Mentha, etc., 
and refined bounding box according to the size and 
location of the object.  
3.3.5 Segmentation Masks 

Conceptually, the Mask R-CNN is similar 
to the faster R-CNN, except that Mask R-CNN 
additionally outputs an object mask using pixel to 
pixel alignment, and this mask is a binary mask  
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Figure 5: Illustration of anchor boxes 
 

outputted for each ROI based on IoU values. Not 
much overhead is incurred when computing this  
mask as it is another parallel branch with the 
bounding box creation and classification. The mask 
prediction branch is fully convolutional because 
convolution layers retain spatial orientation while 
such information is essential for location specific 
tasks like constructing an M × M object mask. 

 

4. RESULTS 

We evaluated the effectiveness of the Mask R-
CNN architecture on Mendeley dataset using 
different medicinal plants images available in this 
dataset. To each species of medicinal leaf, 23 images 
were used to train the model. The experiment was 
performed under Windows 10 operating system 
using Python 3 [27]. 

The results of fine-tuning the Mask R-CNN 
model can extract image features using ResNet [24] 
of depth 101 layers and this is improved by adding 
FPN, also the model generate ROIs by RPN, predict 
the object class using softmax classifier, generate 
precise mask, and this is combined with bounding 
box. 

In this experiment, 30 species of medicinal 
plants are used for training as well as testing, images 
was split into training and testing sets with 690 and 
1085 images samples, respectively.  

Drastic change in accuracy is observed as the 
model is trained up to 1200 epochs as shown in fig. 
6. The trained model achieved average accuracy of 
95.7% for the identification of medicinal plant 
species and 100% for the segmentation masks of the  
leaf, thereby, this provides a solid technical basis in 
identifying plant species. The experiment results are 
listed in Table. 1, and outputs samples are visualized 
in fig. 7, this figure shows that Mask R-CNN ran 
successfully as each processed image is segmented 
with mask and bounding box, and it is classified 
according to its object class.   

Figure 6: Number of epochs versus accuracy 
 
 

Table 1: The experiment results 
 

 
 
The model is able to predict all the dataset species, 
so that the recognition Accuracy per plant species is 
shown in fig. 8. 
 

Figure 7: The output samples 

 
 

 
 
 

Parameter Quantity Percentage 
Total No: of classes 30 - 

Total images for 
training 

690 - 

Total images for testing 1085 - 

No: of images Correctly 
identified 

1038 95.67% 

No: of images wrongly 
identified 

47 4.33% 

No: of images correct 
mask detected area 

1085 100% 
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Figure 8: The classification accuracy of different species  

 

4. CONCLUSION 

This paper presents Mask R-CNN approach, which 
provides robust recognition system of herbal plants. 
The trained model achieved average accuracy of 
95.7% for the identification of 30 medicinal plant 
species loaded from the Mendely Dataset. The 
accuracy of Mask R-CNN outperforms all other 
classical machine learning approaches and other 
deep learning approaches that only use leaf image 
features. As a future work, we plan to incorporate 
this work into PPIR technology that involve various 
operations like plant diseases diagnosis and growth 
rate analysis. 
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